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Preface

This book includes the proceedings of the 2009 International Conference on Systems,
Computing Sciences and Software Engineering (SCSS). SCSS is part of the International Joint
Conferences on Computer, Information, and Systems Sciences, and Engineering (CISSE 09).
The proceedings are a set of rigorously reviewed world-class manuscripts presenting the state of
international practice in Systems, Computing Sciences and Software Engineering.

SCSS 09 was a high-caliber research conference that was conducted online. CISSE 09 received
432 paper submissions and the final program included 220 accepted papers from more than 80
countries, representing the six continents. Each paper received at least two reviews, and authors
were required to address review comments prior to presentation and publication.

Conducting SCSS 09 online presented a number of unique advantages, as follows:

e All communications between the authors, reviewers, and conference organizing committee
were done on line, which permitted a short six week period from the paper submission
deadline to the beginning of the conference.

e PowerPoint presentations, final paper manuscripts were available to registrants for three
weeks prior to the start of the conference

e The conference platform allowed live presentations by several presenters from different
locations, with the audio, video and PowerPoint presentations transmitted to attendees
throughout the internet, even on dial up connections. Attendees were able to ask both audio
and written questions in a chat room format, and presenters could mark up their slides as
they deem fit

e The live audio presentations were also recorded and distributed to participants along with
the power points presentations and paper manuscripts within the conference DVD.

The conference organizers and we are confident that you will find the papers included in this
book interesting and useful.

Tarek Sobh and Khaled Elleithy

Bridgeport, Connecticut
January 2010
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Recursive Projection Profiling for Text-Image Separation

Shivsubramani Krishnamoorthy, R. Loganathan, K P Soman
Centre for Excellence in Computational Engineering,
Amrita University, Coimbatore 641105
{shiv, r_logu}@ettimadai.amrita.edu, kp_soman@amrita.edu

Abstract: This paper presents an efficient and
very simple method for separating text
characters from graphical images in a given
document image. This is based on a Recursive
Projection Profiling (RPP) of the document
image. The algorithm tries to use the projection
profiling method [4] [6] to its maximum bent to
bring out almost all that is possible with the
method. The projection profile reveals the empty
space along the horizontal and vertical axes,
projecting the gaps between the
characters/images. The algorithm turned out to
be quite efficient, accurate and least complex in
nature. Though some exceptional cases were
encountered owing to the drawbacks of
projection profiling, they were well handled with
some simple heuristics thus resulting in a very
efficient method for text-image separation.

I. Introduction

An Optical Character Recognition (OCR) system
zeroes upon recognizing individual characters and images
with least error possible, from an optically read document
image. The  Character Recognition system is trained
based on perfectly segmented characters [8] [10] [11]
from the binarized document image. Thus character
segmentation [11] process critically influences the
efficiency of the recognition system as a whole. The
character segmentation needs to address the problem of
separating the text characters properly from the graphical
images in the document so as to make the system training
and classification process efficient.

This paper discusses an algorithm which recursively
performs projection profiling over the document image to
segment the individual characters and graphical images.
Projection profiling [5] is a naive method for segmenting
characters based on empty space between them. Projection
profiling projects the pixel accumulation along the vertical
and horizontal axes. Segmentation is performed based on
the peaks and valleys created in the projection.

1

When the document is digitized by scanning, there is a
high possibility that the document gets skewed to a
certain angle. With recursive steps involved, by further
sub segmenting a segment, the algorithm goes deep into
pixel level of the document image. Thus the algorithm is
least affected by considerable skew present in the
scanned document image.

This paper presents some examples of the algorithm
applied on Tamil, Malayalam and English document
images. The method turned out to be very efficient and
least complex, fetching us promising results in
segmenting individual characters and graphical images
from a given document image.

II. Projection Profiling
Projection Profile is usually considered as a naive
method of segmenting textual documents into lines. This
is performed based on the analysis of regularity of peaks
and valleys which represent the occurrence of a line and
space between lines respectively [1], [6].

Projection profiling mainly includes two phases, namely

e Horizontal Segmentation phase — as depicted by
figure 1.a and 1.b. Here the textual image is
separated into lines of characters.

e Vertical Segmentation phase, where a
horizontally segmented line of character is
vertically projection profiled to spot the space
between individual characters in the line.

Figure 1.b shows the horizontal projection profiling of
document image as in Figure 1.a.
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Figure 1.a: Sample Document Image
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Figure 1.b: Projection Profiling

In this example, the projection profile displays two
major valleys corresponding to the document image. It
successfully identifies only the lines on the top and the
bottom. But the other components in the middle are not
recognized separately. This is the drawback of projection
profile method. The high density between pixel rows 150
and 600 shows the presence of a graphical image. Our
algorithm overcomes the drawback by introducing
recursion in the projection profiling process.

III. Recursive Projection Profiling

Recursive Projection Profiling (RPP) follows the
phases as in normal projection profiling. As and when a
segment is formed, its completeness is verified. An
incomplete segment is considered as a new document
image and the whole process is repeated on the same,
thus bringing in the concept of recursion. Figure 2 is a
flowchart depiction of Recursive Projection Profiling.

- g 18
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Figure 2: RPP Flow Chart

Horizontal Segmentation: RPP begins with the
horizontal segmentation where the image document is
segmented into lines of characters based on the peaks and
valleys created by the horizontal projection profile of the
same.

Vertical Segmentation: Here, the gap between the
characters in a particular line, which was obtained by
horizontal segmentation, is recognized by means of peaks
and valleys created by the vertical projection of the line.

Resize Segment: After vertical segmentation, each
character/image is segmented as shown in Figure 3 (top).
But, each segment bears the same height as that of the
tallest character/image in the line. Each of these segments
had to be resized eliminating the empty spaces on the top
and the bottom of the characters as depicted in Figure 3

r'/’,J
Lg

gl EMME
Figure 3: Resizing the Segments

Character Overlapping: Owing to the drawbacks of
projection profiling, some exceptions were encountered
during the segmentation process. Character overlapping
was such an issue to be dealt with. The exception was
identified based on some simple heuristics and was
handled by the process of Character Thinning. This
process helps, to a certain extent, in case of a slanting text
encountered as a part of a graphical image

Incomplete Segment: The algorithm reaches a stage
where the whole document image is segmented in some
manner. All the segments identified may not be purely
perfect. Such segments are referred to as incomplete
segments. A segment is considered incomplete when a
gap/empty space is observed in it after resizing, as shown
in Figure 4. Empty space would mean in effect the rows

of empty pixels.
L 60%TL| & 60 6T1

Figure 4: Incomplete Segment

Recursion: The algorithm works as a simple projection
profiling method if all the segments generated are
complete, which is most unlikely. Therefore, when an
incomplete segment is spotted, the algorithm switches to
recursive mode. The incomplete segment is, as such,
considered as a document image and is fed back to the
initial stage of horizontal segmenting. It has been
observed that a recursion level of 3 almost ends up in a
perfect segmented document but for some exceptions
which are recognized and handled with simple heuristics.

www.manaraa.



RECURSIVE PROJECTION PROFILING FOR TEXT-IMAGE SEPARATION

el e Smeh usmsd syes. Quilu, Geah Sgdssosl
uBERs gepdlen unidigeem e, Bgme e idfnmn oo
s cinggdlcnpen. aafiguis A emad (15 - 20 BLE) el whHpub geer
Baeear o« fflneom o sngui. By sffaulsoni 18 8 (45 OCwr) few
e . Biu Guei Gacman i Bg Ba Canei cmgn Ea
aymh. amddaiufs Susy peR ameD 35-45 Qe.fib, Ay gl 15
- 20 BGeor amasd Qasdmqmigs. Breeirag agb Gerilugies
Quissps mad) Qupeb, %

waib 10,16, GoxSGu Grrdhis v

a5 GefiGun Credilin (Creg) : wemeniigy avivacligus Sig sod
oflas s Spisy cms sesiubloy. By 5o simoute R
g, By @iy Queam £ ealmi b Garsm . el
Uhag(idie: 12-13 Ammad Gassim_ gBiuepads asmins, faiy
usinems Qagionsh Glaseimy o iims. Binfones s usemb e Fusmsn
B T
pres padiad swey Bipgrarise Sued ugsn sgduapop
g, Bigus AprBenae, sieorig, S o SFnme ¢ crgah
coms inuis ey 18- i Guone) Cainons and . (e sz
S comibdl 35-40 O, femb 500 £ eenc b,

i 1 81T, Mienyan Sinsen

). Piengses Biaseos (Bise) : Bem_ o, fifla geoe, saiomsuns

paems, (pen e 050 S0 sven'iLEE Semmuten &80 Carsn
254

Figure 5: Sample Document Image

Table 1 shows the results produced by RPP
Segmentation performed on a sample Tamil document as
shown in Figure 5. The result drastically improves as
each recursion takes place.

Table 1: Sample Result
Recursion|Characters|Characters| Pictures

Level |segmented|segmented |Segmented

correctly |incorrectly

1 568 884 0
2 984 468 0
3 1446 6 2

It was observed that since each recursion leads deeper
into pixel level, too many recursions also led to incorrect
segmentation as shown in Figure 6. It was noticed that
sometimes due to the poor quality of the document or
scanning device, the algorithm even detects the small
gaps within a character/images leading to multiple
segmentation of the same. Thus, based on
experimentations, the magic number of 3 was arrived at
as the maximum level of recursion; i.e. the algorithm was
found to require a maximum of third level of recursion to
obtain a perfect segmentation.

Figure 6: Incorrect Segmentation

IV. Text-Image Separation

Text-Image separation [12] is a very critical issue in
Character Segmentation. RPP handles the case based on
simple heuristics, avoiding any kind of complexity.
Figure 9 displays the perfect segmentation of a sample
document with Tamil and English characters and some
images. The document was purposely created in this
manner so as to verify all the different possibilities in
Text-Image Separation.
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Figure 7: Perfect String—image Separation

RPP performs segmentation, as an end result of which
are obtained a set of numerous segments. RPP just
segments all the characters and images but does not, as
such, specify whether a segment formed contains a
character or graphical image [11]. Simple heuristics is
applied here, based on which the text segment is actually
separated from a graphical segment [7].

The heuristics is applied on two levels:
e The height and the width property of the
segment are made use of to understand whether
a segment obtained contains a character or a
graphical image.

o The average height and average width
of all the segments in the document
image are calculated.

o The height and width of each segment
is compared with the average value

o If the segment is large enough than the
average, it is considered as an image.
Implementation of the same is done
based threshold value for height and
width.
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o Character segments [8][10] will more
or less be of the same size and in or
around the threshold value.

e Every large segment may not be a graphical
image as such. There is a possibility that it could
be a character of large font size. A second level
of heuristics is applied here where the pixel
density within the segment is looked upon. A
graphical image would, obviously, have high
pixel density in comparison with characters.

Figure 8: Pixel Density of Text and Image

Figure 8 exhibits the row wise pixel density of a
segmented character and a segmented image which pass
the first level of heuristics applied, based on the height
and width of the segment formed. Thus it isn’t yet clear
whether the segment actually contains a character or a
graphical image. But when the second stage of heuristics
is applied, the pixel densities of the two segments are
looked into and their difference is quite evident. The
segment is understood as an image or character based on
the variance observed in the pixel density row wise or
column wise. A character segment would produce high
variance in the pixel density whereas the variance is
comparatively very less in case of an image.

The heuristics applied here may seem to be quite very
simple and insignificant. But experimental results reveal
that the method actually is very efficient and accurate and
Table 1 does prove the same.

There are often cases where a segmented image has
some embedded text within its bounds or due to certain
disabilities of projection profiling; some text may get
clubbed along with an image during segmentation as
shown in Figure 9. Based on experimentation it is
understood that such cases usually occur only with the
possibility of the text being present in or near the corners
of the image segment. To handle such cases, the image
segments undergo an additional process wherein the
corners of the image segments are looked for the presence

of some characters.
Gringd podl Guges. %

Figure 9: Exceptional cases
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The dimensions of the corner slice will be calculated as:
Horizontal Range = 1/3 * (Width of the Segment).
Vertical Range =3 * (Average character segment

Height in the document)

V. The Skew Problem

A skew [1] [5] [6] that is present in a document image
is quite negligible unless two characters/images overlap
horizontally. Due to the skew, the characters/image in the
first part of a line/paragraph may overlap with
characters/images in the last part of the adjacent
line/paragraph. Thus not a single row of empty pixels can
be identified between the adjacent lines/paragraphs.

Recursive nature of the algorithm alone solved the
problem to a very good extent. But still, it had to be
coupled with the process of Character Thinning [2], [3]
when such a case occurred. Here too, as mentioned in the
previous topic, simple heuristics of measuring the height
of the segment is used to identify such an exception.
Figure 8 exhibits a sample case with a document image
with skew. Lines of the paragraph were not segmented
properly in a single pass. The figure later displays the
perfect segmentation performed with recursive algorithm.
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Figure 10: Handling Skew

VI. Enhancements
It is understood that RPP is quite very efficient method
of Character Segmentation [11]. It handles almost all the
issues regarding character segmentation and separation
from graphical images. The algorithm can be still more
efficient taking into account the following and our group
is already working on it.

e  The algorithm can be most reliable and efficient
if the document image is totally free from skew.
A skew corrected document fed to the algorithm

will be segmented perfectly.
e The algorithm was initially designed for a
customized requirement and then generalized.
The algorithm still needs to address the issue
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where a graphical image itself contains slanting
text within its bounds.

VII. Conclusion

The paper presented an effective and very simple
method of segmenting a document image and separation of
text from graphical images. The various aspects regarding
RPP were discussed with sample examples. RPP was tested
on document images with Tamil, English and Malayalam
characters. To a very good extent the algorithm proved to
be language independent except for some very typical
problems specific to a particular language.
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Abstract- Cloud computing is poised to become one of the
most important and fundamental shifts in how computing is
consumed and used. Forecasts show that government will play a
lead role in adopting cloud computing — for data storage,
applications, and processing power, as IT executives seek to
maximize their returns on limited procurement budgets in these
challenging economic times. After an overview of the cloud
computing concept, this article explores the security issues
facing public sector use of cloud computing and looks to the risk
and benefits of shifting to cloud-based models. It concludes with
an analysis of the challenges that lie ahead for government use
of cloud resources.

I.  INTRODUCTION

A. The “Cloud”

In the world of computing, clouds have always served a
metaphorical — almost mystical role. They have been used
traditionally to represent the Internet in a networked
environment in diagramming and mapping operations [1].
Knorr and Gruman [2] opined that “as a metaphor for the
Internet, ‘the cloud’ is a familiar cliché, but when combined
with ‘computing,’ the meaning gets bigger and fuzzier.”

Today, there is a new development - “cloud computing.”
What is the cloud? The cloud model represents nothing less
than a fundamental change to the economics of computing
and the location of computing resources [3]. With the growth
in Internet usage, the proliferation of mobile devices, and the
need for energy and processing efficiency, the stage has been
set for a different computing model.

There has been a suggestion to define the concept using the
name “cloud” as an acronym, standing for computing that is:
“Common, Location-independent, Online, Utility that is
available on-Demand” [4]. The term "cloud computing" has
at its core a common element — in that with the cloud model,
computing services are delivered over the Internet, on
demand, from a remote location, rather than residing on one’s
desktop, laptop, mobile device, or even your own
organization’s servers. For an organization, this would mean
that for a set or variable, usage-based fee — or even possibly
for free, it would contract with a provider to deliver
applications, computing power and storage via the Web. The
cloud can take on various forms, including: SaaS (Software
as a Service), PaaS (Platform as a Service), and IaaS
(Infrastructure as a Service) [5].

The basic idea behind cloud computing is that anything
that could be done in computing — whether on an individual
PC or in a corporate data center — from storing data to
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communicating via email to collaborating on documents or
crunching numbers on large data sets - can be shifted to the
cloud. Certainly, one of the hallmarks of cloud computing is
that it enables users to interact with systems, data, and each
other in a manner “that minimizes the necessary interaction
with the underlying layers of the technology stack™ [6].
According to the Cloud Computing Manifesto, “The key
characteristics of the cloud are the ability to scale and
provision computing power dynamically in a cost efficient
way and the ability of the consumer (end user, organization
or IT staff) to make the most of that power without having to
manage the underlying complexity of the technology” [7].

B.  The Growth of the Cloud

Global IT spending hit $3.4 trillion in 2008, although the
aggregate total is expected to decline for the first time since
2001 in the current year — and perhaps for 2010 as well [8].
Indeed, across the private sector, IT spending is under fire. In
fact, due to the interrelated impacts of the recession and the
credit crisis, capital budgeting and credit availability for large
IT projects has declined significantly. Thus, the only areas of
IT that are growing in the wake of the economic crisis are
outsourced IT and IT services [9]. Additionally, as new
entrants, many of them tied to cloud services, enter the
marketplace, the prices for outsourced IT are likely to decline
over the next few years as competition intensifies between
larger, entrenched competitors and these upstart firms [10].

Roughly ten percent of the approximately $64 billion spent
on business applications worldwide in 2008 was spent on
cloud computing applications [11]. Many analysts, including
Gartner, project growth rates for cloud computing in excess
of 20% or more for years to come [12]. The growth rate over
the next few years could be as high as 30%, with analysts
estimating that the global market for cloud computing
services could reach $42 billion by 2012 [13]. Gartner sees
the cloud computing marketplace as an even larger market,
and it predicts that the market for cloud services already
surpasses $40 billion today, and that it will grow to over
$150 billion annually by 2013 [14].

Why cloud — and why now? According to the results of the
2009 Cloud Computing Survey, surveying over 500 IT
decision-makers, the shift to cloud computing can be seen as
organizations are increasingly “turning to new technologies
to cut costs, rather than cutting back on their technology
uptake” [15]. Cloud computing is also by no means an “all
or nothing” proposition. Indeed, it has been seen in practice
that cloud involvement often starts when organizations
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initially use cloud resources for part of their non-mission-
critical applications or as resources for test projects [16].

C.  Cloud Computing and Government IT

Many analysts [17] believe that the present economic
situation — and its resulting financial strain placed on
governments — will only serve to accelerate the adoption of
cloud computing in the public sector. As Golden [18]
discussed, cloud computing offers “undeniable financial
payback—higher utilization, lower energy use, and better
application availability. The benefits are so large that IT
organizations have been willing—eager, even—to tolerate
the challenges that accompany the technology.” Indeed, a
July 2009 Computerworld report found that the larger the
organization, the greater the likelihood that it would be
engaged in using cloud computing [19].

The economy and the resulting tightness of all
governmental budgets — on every level — may indeed speed
and heighten the rise of cloud computing. Dan Israel, an
executive with Google’s federal group, recently observed
that: “Given that we're in a very tight budget situation,
looking to the cloud is a very cost-effective means of
bringing new technologies into the government. By moving
to cloud computing, we can also help government IT get out
of the business of using and managing servers and focusing
instead on more mission-critical technology projects in their
agencies” [20]. As such, cloud computing gives organizations
greater abilities to focus on their core business [15].
Likewise, Ron Ross, the Director of Security for The
National Institute of Standards and Technology (NIST),
commented that: “"In an era where there's going to be tight
resources, there will be compelling ways to do things more
effectively on the IT side...(But) we have to be able to do
that in an environment that is well protected” [21].

In this budgetary context, the forecast impact of cloud
computing on just the U.S. federal government’s IT spending
is certainly eye-opening. The public sector market analyst
firm, INPUT recently projected that over the next five years,
overall federal IT spending will grow at a compound annual
rate of 3.5%, reaching $90 billion by 2014. INPUT forecasts
that federal cloud computing-related spending will grow
almost eight times as fast, with a growth rate of
approximately 30% annually over the same time frame [22].
According to INPUT’s projections, federal spending on cloud
computing services will triple over the next five years,
growing from $277 million in 2008 to $792 million annually
by 2013. This would mean that by 2014, over $1 billion of
the federal IT budget would be devoted to cloud computing
[22]. Projections from Market Research Media [23] are even
more optimistic, saying that cloud computing represents “a
fundamental re-examination of investments in technology
infrastructure.” Their market analysis projects a 40% CAGR
(compound annual growth rate) for cloud computing
spending in the federal sector and predicts that cloud
spending will top $7 billion annually by 2015 [23].

While there are many significant positives to be gained by
the increasing use of cloud computing, the shift raises a
whole host of security concerns as well. This article explores
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the security issues facing public sector IT leaders as they
consider shifting increasing data and computing applications
to cloud providers.

II.  SECURITY CONCERNS FOR PUBLIC SECTOR IT

Security is indeed a significant issue facing IT executives
as they consider shifting data and processing to cloud
providers. One of the principal concerns about cloud
computing is the reliability question, and this is certainly a
case where when a tree falls (i.e. an outage occurs), everyone
hears the sound. Unfortunately, worries over cloud reliability
and availability — or specifically, the lack thereof when such
instances arise - are not just theoretical. There have been
well-publicized outages of many of the most popular public
cloud services, including Gmail and GoogleApps [24, 25],
Apple’s MobileMe service [26], and Amazon’s S3 cloud
service [27]. When service disruptions do occur, these events
tend to paint all cloud services with a broad brush. As one
observer characterized the September 2009 Gmail outage:
“E-mail is a mission-critical application for business users --
period. If customers perceive that Gmail isn't reliable, they
won't adopt it. Every Gmail outage makes companies think
twice before adopting the free e-mail solution” [25]. Indeed,
the security of cloud computing is an issue that will
inevitably “blow-up” each time data breaches occur in cloud
offerings and hit the media. And, as Schwartz astutely
pointed-out, when cloud service outages or inaccessibility
occur, “most of the risk and blame if something goes wrong
will fall directly on the shoulders of IT -- and not on the
cloud computing service providers” (n.p.).

When a cloud provider sees a data breach or service failure
occur, this calls into question the efficacy of storing files and
information online, causing huge security concerns for all
affected users and not just the target cloud provider, but
indeed, the whole cloud computing universe, which could be
painted with a broad brush in such security matters. Yet, as
Condon [21] observed, “Perfect security on the cloud is an
illusory goal...and the vulnerabilities of the cloud will have
to be weighed against (its) benefits” (n.p.). Indeed, many
security experts believe that the notion of putting more data
and more applications on the Internet via the cloud model
could present vast new opportunities for criminal activity
through identity theft and misappropriating intellectual
property, hacking, and other forms of malicious activities
[29].

The degree to which any organization engages in cloud
computing — whether outside or inside its own “four-wall”
environment - will certainly depend on its need for security
[30]. Yet, some will see the risks of moving data outside their
own four walls too great to ever consider a cloud-based
option. For private sector IT executives, there is a reluctance
to shift core, mission-critcal data storage or applications to
public cloud environments, even if the cost savings and
efficiency arguments are there, over concerns about the
reliability and security of cloud offerings. Take for instance
the case of the Princeton, New Jersey-based Educational
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Testing Service (ETS), which administers the SAT and other
standardized tests. While ETS uses SaaS platforms for non-
core functions, the firm’s CIO, Daniel Wakeman, recently
expressed his reluctance to shift data storage and processing
for the tests themselves to a cloud environment. This is in
spite of the fact that due to the highly cyclical nature of test
administrations, scoring, and reporting around specific
testing schedules throughout the year, ETS has an average
server utilization rate of just around eight percent, making the
firm a prime candidate for acquiring computing resources on-
demand. Wakeman simply stated that due to security issues
which have yet to be worked-out in what he and other
perceive to be an “immature market,” ETS will monitor
developments in the cloud marketplace and “not (be) putting
anything up there that we really care about” [31].

The security debate is perhaps even more intense when it
comes to public sector IT. Take for instance the stance of
Chiu Sai-ming, who serves as the Chief Assessor at Hong
Kong’s Inland Revenue Department. While Mr. Sai-ming
believes it vital to take advantage of new technologies, he
believes that the very notion of housing taxpayer data outside
of his ministry is “out of the question” [32]. Many in public
sector IT will echo the concerns expressed by Ray Roxas-
Chua, who serves as the Chairman of the Commission on
Information and Communications Technology (CICT) for the
Government of the Philippines. Cabinet Minister Roxas-Chua
recently stated that: “The ‘inherent risks’ of cloud computing
need to be addressed before government embraces it is a
viable way of managing information” [33].

Certainly, how to make cloud computing secure is one of
the biggest issues for making it viable for the federal
government — or for any government agency. As with prior
shifts in information technology with the advent of the
Internet and the Web, the introduction of e-mail, and the
explosion of social media, their growth and adoption rates
have been slowed by initial fears — some justified and some
very unjustified — over security concerns and the loss of
control over data and operations [15]. Certainly, privacy and
security questions will need to be addressed as public data
and applications move into a cloud environment. As
Adrienne Thomas, who is the Acting Archivist of the United
States, plainly stated recently “It's a very big issue for
government in terms of someone else to have control of our
stuff” [34]. Yet, as Arun Gupta observed, in order to succeed
today, “You have to have the confidence to say, 'l don't need
to control everything.' That's very much a Web 2.0
mentality.” [35]. Linda Cureton, CIO of NASA’s Goddard
Space Flight Center, urged IT decision-makers in
government that it is imperative when considering a cloud-
shift: “Don’t confuse control and ownership with security
and viability” [36].

Kaplan [37] categorized the widely-held perception that
cloud computing and SaaS applications were less secure and
less reliable than applications housed on an organization’s
own network was nothing less than a “myth.” Indeed, cloud
offerings may be significantly more reliable that an
organization’s internal offerings [24]. The difference is that

when a company’s email server crashes or a power outage
disrupts operations at its data center, these internal failings do
not make media headlines, as is the case anytime there is an
outage or data breach with a Google, an Apple, or an
Amazon cloud offering. As Kash [38] framed the issue,
large-scale cloud providers are often-times more secure than
a government agency’s or private sector company’s internal
IT operations simply because they have the “talent, resources
and focus” that their customers — and their smaller
counterparts — do not have. Still, IT executives stridently
believe that their own, hosted systems are far more secure
than cloud-based resources [39], and public sector IT
managers stridently believe that their internal operations are
more secure than a private sector vendor could provide [40].

Musico [41] characterized the need to retain control and
protection of sensitive, private data, in an age of information
sharing the “Catch-22” for government IT in regards to cloud
computing. However, Ron Ross, NIST’s Director of Security,
observed that it is important to consider the sensitivity of the
data in question and develop and employ “a range of security
controls (that) will be appropriate for differing levels of data
sensitivity” [21]. Data security questions then are dependent
on the nature and sensitivity of the data involved. Major
Larry Dillard, a program manager in the Army's Office of the
Chief Marketing Officer, recently commented on overcoming
the security concerns of his superior by stating: ""All data is
not created equal...(and) all the challenges we've faced have
been self-imposed. We're not putting nuclear launch codes on
Salesforce.com, we're putting the street addresses of 17-year-
olds" [21].

One of the complicating factors in the shift to a cloud
computing environment will be federal requirements for
agencies to certify the security of their IT contractors’
systems - with no cloud-specific security standards in place.
From the perspective of NIST’s Peter Mell: “Compliance is
going to be tricky in the cloud space for several reasons, but
one reason is that clouds are likely to use new security
technologies that aren't well understood or widely adopted,
and that will make it difficult to prove the required level of
security to auditors and to authorizing officials” [42]. Some
have questioned whether the federal government would be
precluded — from a regulatory standpoint — from using cloud-
based services for such reasons. In fact, it has been
commented that: “For many agency applications, stringent
compliance requirements in areas such as privacy, financial
controls, and health information will preclude use of public
clouds, regardless of the actual security controls of the
provider” [43]. Analysts have already voiced concern that
cloud providers methods of logging activities and document
reads/access are presently insufficient for meeting the needs
of government agencies to assure their compliance through
audit controls [44].

Analysts have stated that one of the benefits for small
companies is that they may, in fact, be able to raise the level
of their computing security by moving more data and
applications to the cloud. This is simply because cloud
providers will have more resources to spend on security for
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their operations than most individual firms. Plus, their
investments in security can be spread over their entire present
— and prospective — clients (perhaps hundreds or thousands of
firms), producing far greater results in improving computer
security than individual firm’s investments in such efforts
[28]. The same principle will hold true for government
clients as well, especially those at the state and local levels.
Yet, analysts have said that this may also be true even at the
federal level, as large cloud providers — whose business
depends on secure operations — may provide better security
than internal federal operations [45].

What are the other benefits of cloud computing in the
security area? One of the best ways to improve security is to
have a single-point of access, controlled by the organization,
and mandating users follow their procedures and policies for
access privileges. However, while such access controls return
power to the client, they may well serve to defeat some of the
robust advantages for remote access fundamental to the cloud
computing model [46]. A recent study from researchers at the
University of Michigan showed that by shifting virus
protection from individual PCs to the cloud that connected
them by raising the level of protection to the network,
significantly improving the ability of antivirus software to
detect viruses and malware [47].

Cloud computing is also a relatively quick and easy
solution to the significant problem of laptop theft, which
poses a very real, intransigent security and financial headache
for IT managers [48]. This is because should a user lose his
or her laptop, there would be no security threat, simply
because the data would reside in the cloud, rather than on the
machine itself [49]. In fact, some have said this would
actually mean that cloud storage would increase security for
the federal government by reducing the security risk inherent
with the hundreds of thousands of laptops in employee
possession both inside and outside of federal facilities [50].

Cloud providers have been characterized as addressing such
security concerns by going “over the top” with their physical
and data security measures. For instance, SaaS-provider
Salesforce.com's data center employs “five levels of
biometric hand geometry scanners and even ‘man trap’ cages
designed to spring on those without the proper clearances”
[49]. This is evidence that cloud providers are very much
aware of and attune to both their clients’ concerns in the
security area and the legal and regulatory risks that are being
taken on by both the client and their firm by accepting a
sizable portion of the client’s IT operations [51].

There are signs that there is some backlash against cloud
providers to improve their security safeguards and practices.
For instance, in response to a data breach that occurred with
Google Docs, The Electronic Privacy Information Center
(EPIC) asked the Federal Trade Commission (FTC) to
investigate Google’s privacy and security measures for Gmail
and Google Apps [52]. Likewise, the Constitution Project,
concerned that a user’s personal information has weaker
privacy protections in the cloud than when contained on a
single device, has called for the cloud computing industry to

set privacy standards and for the Congress to examine the
privacy issues as well [53].

And for the concerns about security and privacy,
centralizing operations in a cloud environment may not just
make computing more secure, but make compliance easier —
and cheaper - as well. From the viewpoint of Federal CIO
Vivek Kundra, “When you look at security, it's easier to
secure when you concentrate things than when you distribute
them across the government” [54].

Yet, as Golden [51] observed, those who view cloud
computing as too risky may be “overly optimistic” in their
view on how well there own security and risk management
efforts work — both in reality and in comparison to the cloud
model. He remarked that: “This attitude reflects a common
human condition: underestimating the risks associated with
current conditions while overestimating the risks of
something new. However, criticizing cloud computing as
incapable of supporting risk management while overlooking
current risk management shortcomings doesn't really help,
and can make the person criticizing look reactive rather than
reflective.”

As ever-greater amounts of governmental and private
sector firms’ work is shifted to cloud computing, could this
shift in the locus of computation indeed be creating a national
security risk? Cohen [55] noted that: “Cyber-threats against
the country and the government are growing exponentially,
and the desire to connect agencies and make government
open, transparent and interoperable makes it easier for
hackers to carry out their attacks -- (thus) will openness and
interoperability make us as a nation less secure?” He went on
to note that government will have significant interest in
protecting cloud resources for the private sector and
individuals as well, noting the huge economic impact and
disruption that can occur if a major cloud resource, such as
Gmail, were to go down for an extended period of time or be
lost forever [55]. Such risks are not without precedent, as the
government of Estonia was hit by a well-coordinated denial-
of-service attack — suspected to be Russian in origin — during
a period of tension between the two nations in 2007 [56], and
just this summer, several agencies in the U.S. government
and sites in South Korea were cyberattacked by what was
widely believed to be a scheme conducted by the North
Korean government [57]. Such a risk has led Carr [3] to label
this as the threat of a “Cold War 2.0” — and it is certainly an
area where federal policymakers need to be concerned.

III.  CONCLUSION

Security is undoubtedly a hard metric to quantify. And, all
too often, the IT community has a somewhat damaging
tendency to treating all risks — whatever the real nature of
them — as the very worst case scenario and not judging the
true impact — and likelihood — of their occurrence [51].

Analogies have been drawn between the advent of cloud
computing today with the introduction of wireless
technologies a decade ago. As Ron Ross, NIST’s Director of
Security recently observed, “When wireless came along, we
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didn’t really know a lot about how to protect it, but we
developed that understanding as we went forward, and now
we do a pretty good job of protecting wireless” [58].
However, Kash [59] warned that the shift to cloud computing
could be slowed by what he termed as “a darker cloud of
Internet security vulnerabilities” (n.p.). John Garing, who
serves as the CIO and Director of Strategic Planning for the
Defense Information Systems Agency (DISA), characterized
the cloud computing security dilemma as the classic case of
the “irresistible force versus immovable object,” where “the
irresistible force is the incredible thirst for collaboration and
information-sharing that Web 2.0 tools and many young
people have brought on board and the immovable object is
security” [60].

It is likely that governments at all levels will be a
significant part of the cloud computing market, as the
inherent advantages of cloud models, combined with
economic pressures, will drive more and more IT
procurement to cloud-based resources. As the cloud model
advances, it will be incumbent on government IT leaders —
and well as vendor executives — to be mindful of the unique
security challenges facing the public sector use of cloud
computing resources. Certainly, there are a whole host of
legal, privacy and workforce issues that will need to be dealt
with as well. Thus, the governmental IT marketplace will be
an important focus for much activity — and discussion — for
the next decade.
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Abstract- According to Business Software Alliance (BSA)
Pakistan is ranked in the top 10 countries having highest
piracy rate [1]. To overcome the problem of piracy local
Information Technology (IT) companies are willing to migrate
towards Open Source Software (OSS). Due to this reason need
for framework/model for OSS adoption has become more
pronounced.

Research on the adoption of IT innovations has commonly
drawn on innovation adoption theory. However with time some
weaknesses have been identified in the theory and it has been
realized that the factors affecting the adoption of OSS varies
country to country. The objective of this research is to provide
a framework for OSS adoption for local environment and then
compare it with the existing framework developed for OSS
adoption in other advanced countries. This paper proposes a
framework to understand relevant strategic issues and it also
highlights problems, restrictions and other factors that are
preventing organizations from adopting OSS. A factor based
comparison of propose framework with the existing framework
is provided in this research.

I.  INTRODUCTION

Free and Open Source Software (FOSS) has gradually
made its way across the shores of Pakistan. Major
organizations can benefit massively from its arrival.
Numerous companies have switched from a closed source to
an open source development model in an effort to win
market share & to expand product growth.

In FOSS the source code is distributed along with the
executable program which can be accessible via the Internet
without charge. The concept of free software is not new. It
has been around since 1960s in universities such as MIT and
corporate firms such as Bell Labs, who freely used source
code for research. Software was not a source of revenue
generation but it was used to attract more and more
customers for purchase of new computers. In the early
1980s, Microsoft started writing distributed softwares for
the sole purpose of profit. The source code was hidden from
users. This move had a great impact and could be consider
as the birth of open source. Richard Stallman, researcher at
MIT, founded the ‘Free Software Foundation’ (FSF) to
develop and distribute software under the General Public
License history (GPL). Bruce Perens defined a set of
guidelines to grant software license to the users and he used
the term of Open Source Initiative (OSI) for these guidelines

({2, 3D-

II. FRAMEWORK FOR OSS ADOPTION

Innovation adoption theory initially focuses excessively
on individual level and not on organizational level [4]. In
1994 Swanson identified shortcomings in this theory, he
provided proofs for its failure to take adequate consideration
of the business context.

In Fig. 1 each of the factors which inclined toward
increase in the degree of adoption are marked with (1) while
other factors which are negative for the adoption of OSS are
marked with (). These factors and their impact are taken
out from the results of the market investigation and their
probabilities are then calculated using probability
distribution ([7], [8]). On the basis of the factor’s probability
the framework is proposed. The majority of organizations
working in Pakistan with a stable IT department and diverse
area of operations are included. In this research a survey to
allow an in depth study based on the estimates and the
actual number of completed interviews is included. The
response rate was calculated to be 85%. The total sample
size is 40 out of which 30 were usable responses [7].

TABLE I
SURVEY STRUCTURE

Total Sample Size 40
Accepted Sample 34
Response Rate 85%

uantitative
Method Q

Qualitative

The details regarding OSS adoption factors is given
below

A. Intrinsic Factors

Intrinsic factors are identified as the factors that
emphasize on the needs of an organization for being
adequate for OSS adoption. It includes the organizational
internal affairs like top managements support for adoption,
availability of OSS literate IT staff and greater savings
possible by using OSS.

Organizational adoption of new technologies depends on
having the prerequisite skills for effective deployment. The
availability of external skills (through integrators or
consultants) is essential for adoption by some organizations.

Intrinsic factors are sub divided into two following
categories.
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External Factors:
. Lack of awareness(])
Government support (1)
Avoid piracy(1)
Open standards(?)
Wide purchasing agreement with major
organization(|)
. Industry —wide standards for IT(])

e o o o

ﬂltrinsic Factors:

Economical Feasibility:

. Low cost(?)

. Total cost of ownership(1)
Operation Feasibility:

e Coherent stable existing
IT infrastructure ()
Organization size (1)
Top management support(?)
Lack of skilled staff (|)
Lack of support by external

k service providers ()

/

OSS Adoption in Pakistan

—

Individual Factors:
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Fig. 1. A Framework for OSS Adoption in Pakistan

Where

(1). Positive Factors. (]). Negative Factors.

1) Economical Feasibility

Financial resources are the significant issues in adoption.
The budget allocation for IT in Pakistani organizations is
limited. Therefore it is insufficient to acquire licensed
software. The IT managers of many organizations do not
forecast for budget allocation in the near future. They have
two choices, i.e. either to reduce their over all level of
services or to find some alternative. The open source
market-place is open for the organizations to find the
alternate solution (low cost) for the required level of
services.

The software being free with the low total cost of
ownership (TCO) is the main attraction for OSS adoption.
In addition, the hidden charges such as hardware cost,
administration cost, upgrade cost, technical support, end-
user operation cost etc. are not associated with OSS.

2) Operational Feasibility

Some organizations have a stable IT Infrastructure in
Pakistan and they are reluctant to change. The source code
availability of OSS attracts the organizations because of
ease of management of software.

The Organization size appears relevant in the OSS
implementation because all desktops software will be
converted from proprietary to OSS. This is based on the
economic savings in reduction of per-seat license fees being
paid for many proprietary applications. Also, large
organizations are likely to have access to a pool of specialist
IT staff who can assist in solving technical issues that arise
in OSS implementation.

Top management support is critical for major, high-risk
initiatives because users of proprietary software can turn to
the vendor for technical support and there is no vendor of
open source software available, only a loose community of
developers is there who are not on call when a system
crashes. In fact, top managements support is more
important for future as OSS adoption moves out of the
domain of invisible infrastructure systems to visible, high-
profile desktop systems. [4].

One of the principle issues in adoption is the availability
of the OSS literate staff. Many developers consider that
migrating toward the OSS will deskilled them because most
of the companies use proprietary software. It has been
observed that the cost of finding appropriately trained
personnel for proprietary applications are lower than for
OSS. Lack of external service provider is a barrier in the
OSS adoption because if an organization lacks support staff
then there is no one who will facilitates them.

B.  External Factors

Awareness is the critical enabler in the OSS adoption
because if people are aware of the technological benefits of
OSS then they might think about adoption.

Open source software adoption requires government
support and grants for proper execution. Although piracy is
the main issue, OSS adoptions evade piracy, which is a sign
of honor.

Open source software is typically based on open standards
making it easier to share information than with proprietary
systems. Unlike CSS applications and platforms, OSS is
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often portable to a dozen or more different operating
systems or platforms.

C. Individual Factors

Individual factors are identified as those factors that
emphasize on the need to expand the focus of OSS adoption
at individual level. Individual factors are also important for
OSS acceptance because if people within organization
support OSS then they definitely go for OSS adoption.

Users do not want to migrate from CSS to OSS
(resistance to change) because of less user friendly OSS
products.

Anti proprietary sentiment is also the driving force behind
the adoption and it is prevalent, particularly throughout the
open source communities. Brand reputation is barrier in
OSS adoption, because if people go for brand they won’t go
for OSS adoption.

D. Technological Factors

Technological factors highlight those factors that
emphasize on the needs of organizational technological
prospective for adopting new technology. The basic issue in
adopting a new technology is training. Although most OSS
applications, user-interface and functionalities are similar to
the Microsoft or other applications that are to be replaced,
there are still a lot of differences that hamper the usage of
OSS.

Training is needed in order to overcome this obstacle and
for new users to become more familiar with the new
working environment. Companies need to train their staff to
facilitate them to work on OSS product. They try to hire
OSS literate people in their companies. Skills to use OSS
applications can also be learnt through associating with the
OSS communities.

Source code availability enable the user to customize the
products according to there need. Companies that develop
in-house OSS applications can maintain their software
easily. While in proprietary software bug can create a huge
problem and it can even stop a project.

III. ORDER OF ADOPTION

The order of OSS adoption for an organization is as
follows
1. Intrinsic Factors.
2. External Factors.
3. Technological Factors.
4. Individual Factors.

This order is generated with respect to the importance of
the factors identified in the survey [7].The most important
factor is intrinsic factors because if top management decides
to go for OSS then other factors are of no importance i.e.
individual, external or technological factors. The reason of
giving lesser importance to individual factors is because
nobody pays attention to the employees will.

V. COMPARISON OF PROPOSED FRAMEWORK FACTORS
WITH EXISTING FRAMEWORK FACTORS

The available framework [4] was developed for the OSS
adoption in advanced countries and it is also the motivation

for this research. Its factor based comparison with the
proposed framework is as follows.

A. Differences in Intrinsic Factors

The software with low TCO is the main attraction for
OSS adoption because Pakistan is a developing country and
money is the main issue. OSS provides lower TCO than
CSS.

TABLE II
ORGANIZATIONAL FACTORS

Organizational Factors
FRAMEWORK PROPOSED | EXISTING

Financial Resources/Low Cost N N
Availability of Skilled Staff N v
Organization Size N v
Top Management Support N N
Total cost of Ownership N X
Lack of Support by External J <
Service Provider

Coherent Stable IT Infrastructure v X

Lack of support by external service providers places a
negative impact on OSS adoption but in fact it can not be
neglected because local environment lacks service providers.
Although this is not a big issue in European country but it
can be a huge problem in local environment.

Coherent stable IT infrastructure is included because
companies that have experience of more than 5 years
definitely had a stable IT infrastructure and it is hard for
such companies to adopt OSS easily. This factor is included
in the technological factors of the existing framework
because in developed countries, environmental stability
exists which is a major issue locally.

B.  Differences in Technological Factors

TABLE III
TECHNOLOGICAL FACTORS
Technological Factors

FRAMEWORK PROPOSED | EXISTING
Technological benefits v N
Dissatisfaction with existing system N N
Ability of OSS to run on older X J
hardware

Coherent stable IT infrastructure X N
Technological training N X
Functionality N X

Using open source software on older hardware is an
important factor that is included in the existing framework
because it targeted a specific case study for migration
toward OSS but the proposed framework is general designed.
Having a stable IT Infrastructure is a barrier for OSS
adoption in local environment.
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Technological training is required for proper OSS
adoption that’s why it is included in proposed framework
because without training it is hard to switch to some other
technology. Functionality provided by OSS is the main
attraction for its adoption.

C. Differences in External Factors

Risk associated with the industry is considered in
existing framework because they consider single scenario
and they are supposed to check the risk factor for OSS
adoption because it was for government sector. The propose
framework is general and it considers overall risk of
adoption.  Organizations will check their overall
eligibility/risk for OSS adoption by using this generalize
framework.

TABLE IV
EXTERNAL FACTORS
External Factors
FRAMEWORK PROPOSED EXISTING

General attitude to risk in industry X N
Successful exemplars N v
Government support N R
Value for public money X N
Industry wide purchase agreement N N
Industry wide standard for IT N N
Lack Of awareness N X
Open standard N X

Value for public money factor is included in the existing
framework because it focuses on government sectors and
saving money for them is a public right. Local environment
lacks awareness, which is a barrier for OSS adoption.

Resistance to change factor is in proposed framework
because normally people are afraid to switch. Open standard
factor is included in the proposed framework because
compatibility with the available softwares is required which
can easily achievable by using OSS.

D. Differences in Individual Factors
TABLE V
INDIVIDUAL FACTORS

Individual Factors
FRAMEWORK PROPOSED EXISTING
Importance to Many N N
Undervalued because Free N N
Existence of OSS champions X N
Resistance to Change N X
Anti Proprietary s/w Sentiments v X
Brand Reputation v X

Existence of OSS champion’s factor is in existing
framework because in Europe people are aware of the OSS
and there is a possibility of OSS champions. While it is hard
to find OSS champions locally because OSS is in
preliminary stage.

Anti proprietary software sentiment factor is in proposed
framework because there are lot of people who have anti
proprietary sentiments. It is because of monopoly of various
companies and high licensing cost. Brand reputation factor
is in proposed framework because brand reputation plays
important role in lowering down the adoption.

V. CONCLUSION

OSS is an emerging technology in Pakistan. The main
reason for its popularity is its low cost. This paper has
proposed a Framework through which companies can
understand the problem they face in proper OSS adoption.

It has been observed that compatibility, skilled staff and
maintenance/support are main barriers in proper adoption of
OSS at certain times and these problems will get diminished
with the passage of time. People are now realizing that the
benefits of OSS adoption are more than the problems they
can face in adopting OSS.

In future this framework for OSS adoption for local
environment will be used to derive a mathematical model

[8].
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Abstract

This paper presents a novel research work on
Personal Information Environment (PIE), which is a
relatively new field to get explored. PIE is a self
managing pervasive environment. It contains an
individual’s personal pervasive information associated
within user’s related or non-related contextual
environments. Contexts are vitally important because
they control, influence and affect everything within
them by dominating its pervasive content(s). This
paper shows in depth the achievement of Personal
Information Environment, which deals with a user’s
devices, which are to be spontaneous, readily self-
manageable on autonomic basis. This paper shows an
actual implementation of pervasive data management
of a PIE-user, which contains append and update of
PIE’s data from the last device used by the user to
another PIE devices for further processing and storage
needs. Data recharging is utilized to transmit and
receive data among PIE devices.

1. Introduction

Computers and computing devices are a
ubiquitous part of our lives. We have seen the progress
and evolution of these devices over the years from
handling one job to juggling many simultaneously.
One simple statement mistake by a programmer used
to require weeks, sometimes months, to correct. Today,
such errors are resolved with astounding speed. As a
result of this evolutionary period, computers can now
be considered electronic brains, playing an essential
part in all of our major activities, including education,
business, communication, transportation, and many
forms of innovation. Pervasive computing makes
devices, as well as applications used by the devices for
processing, invisible to the users [01].

Mark Weiser, one of the first visionaries of
pervasive computing [02] said in 1991 that we are
heading to a “state where computing devices are so
pervasive and critical to our activities that they are
taken for granted and effectively disappear into the
background”. This statement describes the notion of

“Pervasive/Ubiquitous computing”, which is the next
generation of computing where individuals have access
to their data anywhere and anytime.

This paper provides an examination of such an
environment, that being the Personal Information
Environment or PIE. The PIE may contain any number
of interconnected devices and it provides seamless and
transparent access to a PIE user’s information using
data communication networks at any location. The PIE
can have several devices that utilize a wireless
connection over the Internet. As per [03],
“Heterogeneity and mobility of devices poses new
challenges for information delivery applications in this
environment”. This paper presents discussions on data
distribution background; it also introduces a novel
notion of an individual’s Personal Information
Environment or PIE and its achievement.

Several possibilities and challenges exist for future
work and applications of PIE. The prototype presented
in this paper can work for any types of devices
attached to the computing environment as pervasive
devices.

It is a fact that data management can be achieved
efficiently using distributed file system. A Distributed
File System is a step by step technique of data storage
and availability for any processing need(s) in
computing devices. In a Personal Information
Environment or PIE, data is saved on one or more
devices and can be available for any on demand
processing.

2. Background of Data Distribution

This paper provides information about the use of
any PIE-device by the user to work on any user related
data. Dr. Tanenbaum wrote in his book “Distributed
Operating Systems” in 1995 [04] the design of a
world-wide fully transparent distributed file system for
simultaneous use by millions of mobile and frequently
disconnected users is left as an exercise for the reader.

The Coda file system [05] was the first after
Andrew File System (AFS) [06] to introduce consistent
availability of data in case of intermittent connectivity.
In contrast to Coda in an Andrew File System (AFS) all
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the data is to be available from one central server for
any processing needs on a network. Frangipani [07] is
another distributed file system that manages a
collection of disks on multiple machines as a single
shared pool of storage.

3. PIE - Unleashed

The goal of this paper is to achieve by creating
and deploying a pervasive Personal Information
Environment (PIE) for an individual user. This
environment is embedded  pervasively and
unassumingly in the PIE-user’s day to day activities of
any kind of stationary or mobile devices and data self-
management. A PIE can contain several contexts. An
example of a university student can be taken to
describe a PIE. Home context of a PIE is described in
the Figure 3.1.

= |

Davican e,

Figure 3.1: A PIE Home Context

Figure 3.1 depicts a device A, which is a Personal
Laptop of user assumingly having all data from all
other PIE-related contexts available for any required
data self-management and processing. The cellular
devices such as device C is a Cell Phone or device D is
a PDA can access user related data needs to be altered
or created for an urgent or immediately required data
processing need to be available in PIE for further
processing if needed at any other PIE-device(s).
Device B is Home desktop can be configured with a
profile to access school’s data as well as any personal
work processing needs.

In the School context the student utilizes few
devices, such as a computer lab’s desktop computer,
user’s personal laptop, a mobile phone and a PDA for
data management at any given time in either at
computer lab or in a class session or in library. Two
ubiquitous data management scenarios of a PIE are
presented in next section. These scenarios are extracted
from master-slave [08] model. This replication model
is given in sub-section 3.1 as the base theoretical
example on which a PIE is designed using data
recharging. These scenarios contain hypothetical
examples of data objects creation and transmission
among PIE devices. These scenarios are the detailed
description of a PIE and how the data objects are either
pushed or pulled among PIE devices.

3.1 Master-Slave Data Distribution. Master-slave
model of data replication as shown in Figure 3.2 is a
prime model [09] employed to design the PIE
prototype using data recharging. In this replication
model, all PIE devices hold the master data with a
logical time stamp. We call this logical timestamp an
Index Key.

Replica DI Replica
e
Device A

update \u pdate
Master B

jl.’ Device .

Device G Slave Device E Slave
Device Device

Figure 3.2: Master-Slave Data Replication Scheme

3.2 Design of PIE Prototype. This section contains
two scenarios describing the use a PIE on the basis of
master-slave model given in previous section. These
scenarios display the data management of an individual
users PIE. First data management scenario of a PIE
where all devices have equal data management options
might also contain a PDA, where data needs to be
available for one-time processing only and transported
to all other devices after the alteration is completed.
These data updates can be removed by the user from
the PDA to make memory available for any other
processing needs. PIE data recharging has a data push
as depicted in Figure 3.3 to recharge all PIE—associated
devices with profiles configured to get the transaction
with the latest updates for future processing needs.

A !‘QT)\B_E

f._';;;s
C
Figure 3.3: Master data dissemination from A to B & C

Figure 3.3 depicts that master data on device A or
we can call it Home-PC will be available to be pulled
by both devices B or PD4 and C as Laptop. Only one
data push transaction at a time occurs on individual
devices. At the time the master data is updated, the key
index value is also changed and is committed at the
time the data is saved at both local device’s central
data recharging folder as well as central node’s data
recharging repository. An index value is digital proof
of a data’s creation logical time at any computing
device.

Second data management scenario of a PIE is
where several devices 4, B, C and D as shown in
Figure 3.4, provide efficient data management using
the profile property of “Device Denied”.

www.manaraa.



UBIQUITOUS DATA MANAGEMENT IN A PERSONAL INFORMATION ENVIRONMENT 19
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Figure 3.4: Data management using a device profile

Assume that device 4 is a central node as well as a
local Home PC as well, and can get data from all
devices within a PIE. Device B, on the other hand, has
a profile restriction not to send and/or receive data
from device D.

This scenario can be applied on professionals, who
join an educational/training institution for any upgrade
requirements. Due to the privacy and security issues,
these users are often bound not to access official data,
while they are on an unofficial site. In this case a PIE
user can have a device provided by his organization to
use for such data processing. A UML diagram is given
in Figure 3.6 to explain these scenarios.

3.3 Data Recharging and Available Solutions. The
notion of data recharging was established in the year
2000 by Cherniack, Franklin and Zdonik [10] on the
basis of Dissemination-Based Information System
(DBIS). The most recent work done in data recharging
is Project 54 [11, 12]. It is pervasive system designed
to create an organizational pervasive computing
environment within the police cruiser. There is a class
of commercial products available for data transmission
like data recharging for an official and/or personal use.
Availl Wide Area File Services (WAFS) [13],
PowerSync 5.0 WS [14], Avvneu Access and Share [15]
and rsync [16] is an open source utility that provides
fast incremental file transfer over Unix. It is freely
available under the GNU General Public License [17]
are few examples.

PIE Mobile Node

‘ 1.1 User ID/Password

|PIE Central Node ‘ ‘ Master Data |

12 Validate User DiPassword 1 2.1 Authentication

1.3 Invalid User IDiPasswiord

114 Create/Update File
| i 2.2 Update Master Data

1.5 Save File

1.6 Inclex List

Figure 3.5: Data Recharging Sequence Diagram

3.4 PIE Prototype Processing for Limited Devices.
PIE prototype and related actions for both PIE

stationary and limited devices; such as PDA, iPaq or
Black Berry as mobile devices, are given in the
sequence diagram given in the following Figure 3.6
shows the data flow among PIE-Devices. A mobile
node does not have the capacity to be a central node.

FIE-Device Behaviour Central Mode's Behaviour

? StartFrocess

Blegin with empty

? Index List

= Update List

[ Create Data ] | [ Download
Bt : /éd't [ Reotive Data |
Compare Data Status
in Cantral List
Edit
Exists Hew
+ Updata irisert File name
File to Central List

Upd ate Local

Upd ate
Central Indes '

o=t Master List
pteaa ||
PIE-Mobile Mode
Begin

Usernarme
FPassward

Begin Central

List download Uplnad

[Display List}
Edit File

Figure 3.6: Data Recharging within PIE-Devices

4. Design of a Self-Manageable PIE

The PIE prototype uses a set of n devices, where
devices can be numbered from 0 to n. Each device
stores profile information for its data processing,
management and propagation/recharging purposes. We
use an example of a student’s PIE. The student is
assumed to be a working professional as well.

W
I N — -
¢ Mobile ™,
| ( J—
J o, “Context i
= }.""-Irlome \ I,-"E]:ESI‘" \ 'L:I.
‘\_g_?nte)xt \.Context / — =
[ T / Office ™
" J‘ "\ context /
= JLontext,

Figure 4.1: A PIE of a student’s several contexts

We take a student’s different contexts and the
devices used within each as in a Home; Home PC,
Laptop, PDA, at School Lab PC, Laptop, PDA, at
Office Office PC, Laptop, PDA and at Mobile a PDA
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is utilized. We provide a functional example of data
recharging using data replication for a PIE using our
solution QUIT. Our PIE solution facilitates automated
data propagation in all PIE-devices without the need
for human intervention.

QUIT is a combination of PIE local node or client-
side and PIE central node or server-side applications.
For a Portable PIE device, a manual processing web
page is designed for both data pull and push purposes.
The PIE local node or client-side application is coded
in Java and as PIE central node’s application is
developed in Coldfusion. PIE central node or test
server is currently equipped with ColdFusion; this
central node application is convertible to any other
server side coding technology, such as PhP as well.

The server side application maintains an Index
List of the central node’s data objects folder and PIE
local node’s application maintains an index list of the
local PIE-folder. This list is updated by the local
application whenever change occurs in the local PIE-
folder and is communicated to the central node’s list
for updates to initiate a push and/or pull process to
keep all data objects consistent. HTTP is used to push
or pull the data. This push and/or pull process happens
every 5 seconds on the local PIE-device, with the time
interval being a parameter that can be easily changed.

Portables are currently equipped with web
browsers and the manual data processing web page is
provided to the user for both data download and
uploads purposes.

4.1 Data Recharging Algorithm. Replication is used
to develop data recharging for a PIE user to access the
PIE-data. If a PIE-device is switched off for any
reason, [18] as soon as it restarts the PIE prototype
solution will restart and will bring in all the changed
files (if any) from the master server so as to be
equivalent with all related peers. The pseudocode for
the data recharging solution is as follows for a standard
device as well as PIE-related portables:

1. At every interval on a machine (i)
1) Take a census of all shared files on machine i.
2) Download all file information from the internet
server for the folders in L(m;). The ith downloaded list
is denoted as DLi so as to be distinct from Li.
3) For each file in both lists, compare
If TS (Li(x)) > TS (DLi(x))
Secure data: Push (Li(x))
If TS (Li(x)) < TS (DLi(x))
Pull (DL,(x)): Decrypt data
For each file in DL;, not in L;
Pull (DLi(x)):Decrypt data
For each file in L, not in DL;
Secure data:Push (Li(x))

2. Every interval on a portable (i)
1) Download all file information from internet server
for the files in L(p,).

2) For each file in L(p;):

If TS (Lix)) > TS (DLi(x))

Secure data:Push (Li(x))
If user initiates the handheld device capable of
handling all data:
IfTS(Li(x)) < TS(DLi(x))
Pull (DL(x)):Decrypt data

The last step mentioned above will only occur on
the user’s initiative, and is dependent on the
availability of both enough memory and storage in the
user’s handheld device. It is a fact that smaller devices,
such as PDAs, Blackberries etc., are clearly a
resource—constrained in memory and storage when
compared to Laptop or desktop computers. This
suggests a PIE prototype solution which minimizes the
use of communication bandwidth and memory usage.
Data recharging produces PIE-data duplicates and
distributes copies to the other same PIE-devices as
soon as a change happens in any of the data. This
recharging is done on-demand as well as per a device’s
profile provided by the user. This profile is to be
defined by the user to add a computing device into user
related PIE. Table 4.1 contains an actual profile of
Home Desktop computer of a student’s PIE.

Profile Property Values
Local Folder C:\\Home Desktop\\Docs
User of the PIE Maf

Deleted 1

File Types doc;xls;ppt;txt

Device Home-Desktop

Devices Denied OfficePC

Table 4.1: PIE-Device Profile Properties file

Each PIE-device at the time of a setup of prototype
will get a properties file to be configured by the user.
User will configure the profile of each of the device in
a PIE as per his/her required devices for various
domains’ data access. There are two scenarios of a PIE
are given below to establish a device’s profile:

¢ Local Folder = C:\\Home_Desktop\\Docs -- A local
folder is dedicated as “Data Recharging Folder” at a
PIE-device of “Home Domain”.

+ Name = maf (User of the PIE) -- This is an identity
of the user created by the prototype to make sure the
data recharging remains in one user’s PIE.

¢ Deleted = 1 -- The “deleted” property of profile can
be either “0” or “1”. In case of its parameter is “0”,
upon deletion of the files from PIE-dedicated folder,
the deleted files will not be recharged from the master
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node. If the property is set to be “1”, none of the files
in PIE dedicated folder can be allowed to be deleted.
This profile property makes sure that data is safe and
available all the time.

% File Types = doc; xls; ppt; txt -- A PIE-user can
setup preferences as per the device’s context, such as
school’s or home’s and/or office’s device of the data
files to be appended to the master data repository at the
central node defined by the PIE-user. As well as these
types of the files will only be downloaded on this
typical device for it’s recharging. Every PIE-device
contains a data index list of the user for the data
traceability needs containing last update location, file
name, extension and the timestamp.

+¢ Device = Home-Desktop -- This typical device is
given name as Home-Desktop. This device name’s
uniqueness is the key to inform the user of the last
updated status of the data file, in case PIE-user needs
this information for any traceability requirement.

+ Device Denied = OfficePC -- This device will not
get any files created at OfficePC. All other PIE devices
data will be transmitted to and from this device.

The results of our prototype implementation
shows accurate data recharging as described earlier in
the algorithm.

4.2 Resultant Data Sets. The step by step processes
of given algorithm yield resultant data. These data sets
of few PIE-devices are given below in tables 4.2, 4.3
and 4.4 for a better understanding of the index list. The
index key is generated by the PIE prototype and is
stored in the index list at all PIE-devices. The central
node contains all files uploaded from all PIE devices.

File Recharging
No. Name Index Key Device
1 abc.txt 58302180000 Home-PC
2 xyz.xls 60831084000 Home-PC
3 ph.doc 62904152000 School-PC
4 ghi.txt 66063406000 Laptop

Table 4.2: Central Node’s Data Index List

File Recharging
No. Name Index Key Device
1 abc.txt 58302180000 Home-PC
2 xyz.xls 60831084000 Home-PC
3 ghi.txt 66063406000 Laptop

Table 4.3: Home-PC Index List display

File Recharging
No. Name Index Key Device
1 abc.txt 58302180000 Home-PC
2 xyz.xls 60831084000 Home-PC
3 ph.doc 62904152000 School-PC
4 ghi.txt 66063406000 Laptop

Table 4.4: School-PC Index List display

5. Contributions and Future Work

Personal Information Environment is an element
of Pervasive Computing. We have seen and are
experiencing the technology evolution and growth of
Pervasive Computing use over last several decades as
in current times. Devices are getting thinner and more
efficient. This thesis examines the concept of Personal
Information Environment based upon the idea of
having information available, as it is needed. To make
sure that this data is available in a PIE, we use data
recharging, which, in turn, uses data replication to
ensure that relevant information is available on all PIE-
devices.

5.1 Contributions. The pervasive data of a PIE user
can amass and become so widespread that its updates,
editions, and transportation can pose difficulties with
archiving and publication. This paper contributes the
study of an individual user’s Personal Information
Environment. The use of standard requirements
engineering [19, 20] in this research work has lead to
an algorithm design for data availability in a PIE to
make a PIE achievable. The study of data recharging
has provided a valid solution. There can be » number
of devices attached to a user’s PIE. The PIE data-
recharging structure facilitates efficient, snapshot-
consistent data availability for any processing needs on
these devices. The PIE prototype has been designed
specifically for individual users only.

5.2 Future Work. This study can further be evaluated
for the PIE’s relevance to the health care industry for
monitoring data associated with patients in care
facilities or at their homes. For example, a patient in
acute or palliative care needs several pervasive devices
to reduce or remove pain to facilitate recovery. Data
associated with these devices must be transmitted via a
certain computing device from a patient’s care facility
on an as-soon-as-possible (ASAP) basis to the medical
authorities. Hospice staff needs to expedite decisions
about patient care to advise attending staff regarding
procedures to provide relief for patients. This data
transmission is possible with our research work on
pervasive data management and recharging. A PIE
prototype can also be used to maintain » versions of
any desired file or folder by the PIE user. A PIE can be
extended in the collaborative environment for read-
only or write-only basis permission-granting by the
PIE user to family, friends or co-workers.

It is also a possibility that a user uses a device,
which has been disconnected for a period of time.
There will be two files with the same name and
different index keys available in the PIE as the
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connectivity resumes between these two nodes. Two
of the following solutions can be adapted to resolve
this conflict. An e-mail can be generated by the
prototype for the user to inform that there are two files
with the same name and different index key values
available. The available file at central node can be
accessed by using the web-portal used for hand held
device. This file can be downloaded in any other folder
on the device in use by the user for comparison either
to merge data or discard one of the files. A second
solution that could be adapted is to have multiple
versions available of a file with an information display
that can be designed for the user to be available on the
web-portal for the user to make a choice, which file
he/she wishes to process.

6. Conclusion

This paper introduced the novel notion of data
recharging in a pervasive Personal Information
Environment. Data recharging makes a PIE much
simpler for the user requiring data processing at
anytime, anywhere availability. The PIE prototype is a
way to process one’s data and transmit it over the
physical network backbone. There are no third-party
servers involved that could generate data security
breach issues, due to the fact that a user can use one of
his/her own device as a central node. Our prototype
implementation of QUIT, maintains a synchronized
index list of files recharged among all PIE devices.
This index list contains the data file name, its
transmission/recharging time, and a device’s profile
information, where the data has been processed, and its
last processing time at the data recharging phase.
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Abstract

This paper presents the operational semantics for the
message passing system for a distributed language called
LIPS. The message passing system is based on a wvir-
tual machine called AMPS(Asynchronous Message Pass-
ing System) designed around a data structure that is
portable and can go with any distributed language. The
operational semantics that specifies the behaviour of this
system wuses structured operational semantics to reveal
the intermediate steps that helps with analysis of its be-
haviour. We are able combine this with the big-step se-
mantics that specifies the computational part of the lan-
guage to produce a cohesive semantics for the language
as a whole.

I. INTRODUCTION

Operational Semantics defines the meaning of pro-
grams in terms of their behaviour. For example, it de-
scribes the executional behaviour of a programming lan-
guage for implementation purposes and gives a computa-
tional model for the programmers to refer to. This paper
presents the operational semantics that models the asyn-
chronous message passing behaviour of LIPS, a Language
for Implementing Parallel/distributed Systems [1].

LIPS is an asynchronous point-to-point message passing
language which can handle its communication and com-
putational components independently. A LIPS program
consists of a network of nodes described by a network
definition and node definitions which describe the nodes
in the network. Each node consists of a set of guarded
processes. Each guarded process has a statement block
which forms the computational part of LIPS. In order to
adequately provide implementation information for both
computational and communication parts when describ-
ing the semantics for of LIPS, we follow a mixed two
step strategy where

*Electronic address: amala.rajan@hct.ac.ae
TElectronic address: s.bavan@mdx.ac.uk
fElectronic address: g.abeysinghe@mdx.ac.uk

e computations are defined using big-step semantics
and

e communication part of LIPS is defined using Struc-
tured Operational Semantics (SOS).

SOS has been chosen to describe the communication as
it tells us how the intermediate steps of the execution
are performed which are crucial in message passing. The
combined semantics describes the operational behaviour
of LIPS programs by modelling how different statements
are executed while capturing both the result of compu-
tation and how the result is produced. This can help to
implement the language and its debugging tools. Many
languages which include parallelism and concurrency or
any other special features have adopted similar type of
mixed approaches. Following are few examples:

e operational semantics for functional logic languages
is defined in[2] by using the big-step semantics in
natural style to relate expressions and their eval-
uated results and extended it with small-step se-
mantics to cover the features of modern functional
logic languages;

The semantics for SML has been generated by in-
tegrating the concurrency primitives with process
algebra [3];

Big-step semantics has been extended with a re-

lational approach to handle concurrent languages
(4].

The asynchronous communication in LIPS has been im-
plemented using Asynchronous Message Passing System
(AMPS) conceptualised by Bavan [5]. AMPS is based
on a simple architecture comprising of a Data Structure
(DS), a Driver Matrix (DM), and interface codes. In a
LIPS program, a message is sent and received using sim-
ple assignment statements and the program is not con-
cerned with how the data is sent or received. With the
network topology and the guarded process definitions,
it is easy to identify the variables participating in the
message passing. The DS and the DM for the AMPS
are defined using these variables. A detailed explana-
tion of AMPS can be found in [5] and its initial version
of the Operational Semantics can be found in [6]. The
work presented here on the operational semantics for the
communication part of LIPS is a refinement of the work

T. Sobh, K. Elleithy (eds.), Innovations in Computing Sciences and Software Engineering,
DOI 10:1007/978-90-481-9112-3 5, © Springer SciencetBusiness Media B.V. 2010

www.manaraa.



24 RAJAN ET AL.

published in [6].

The operational semantics for the communication part of
LIPS is implemented using the following:

e connect statements which express the topology of
the network.

e Node which contains the set of guarded processes.
e Asynchronous Message Passing System (AMPS).

As a first step to describing the SOS for the communica-
tion part of LIPS, the primitives of AMPS and the com-
munication schema are described in the following section
(Section IT).

II. PRIMITIVES AND COMMUNICATION
SCHEMA FOR THE ASYNCHRONOUS
MESSAGE PASSING IN THE LIPS

The AMPS of LIPS makes three main function calls
and the data involved in the message passing is always
sent to the Data Structure (DS) or received from the DS
thereby the sender or receiver never waits for the recipi-
ent or the sender respectively. The basic types of data
have been extended with the additional data types and
functions to handle the asynchronous communication.
The extended data types and their associated syntactic
categories are described in subsection ITA.

The following are the functions used in the AMPS of
LIPS:

1. IS_ok_to_send (Src_node_number, Vnum):
Sender checks whether it can send data to the
AMPS.

2. Is_input_available(node_number, Vnum):
Receiver checks the availability of the data in the
AMPS.

3. Send(data_packet):
packet.

Sender sends the data

When one of these functions is called, the statement block
is executed. The set of statements belong to the compu-
tational part of LIPS is defined using the big-step seman-
tics.

A. Syntactic Categories for Asynchronous
Communication

The existing data types have to be extended and the
extended data types will be used implicitly by the LIPS
compiler. The extended data types are given as below:

o ::=int | real | bool | string | char |
channel | flag | nodenumber | node name |
counter | vnum | vname | type_number |
data_packet | inlist | outlist | data_structure
| cmd

According to the extended data types, the syntactic cat-
egories of LIPS have been extended and are listed below:

i. Set of Channel Numbers - positive integer
values:

CHANNEL =L {chy, cho, ..., chn}
ii. Set of flags which can take Boolean values:
FLAG <L {fchi, fcha, ..., fchy}
iii. Set of node numbers
NODE_NUMBER —<Lk {finite set of integers}

iv. Set of node names

def

NODE_NAME

{finite set of integers}
v. Set of Channel Variable Numbers
def . .
VNUM == {finite set of integers}

vi. Data Type Numbers

def

TYPE_NUMBER {1,2,3,4,5,6,7,8, 9}

vii. The original data in string form

DATA 2L {data — data € STR}

viii. Data Packet

de
DATA PACKET —<L inode_number, vnum, type_number,
datay,

ix. List of Input channels
InList —<L

Struct inlist {
vnum, vname, flag, data,
Struct inlist *next}

x. List of Output channels

OutLlist el

Struct outlist {
vnum, vname, counter, data,
Struct outlist *next}
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xi. Dat;i Structure
DS L

Struct data_struct {
nnum, nname, inlist, outlist,
Struct data_struct *next}

xii. Data Matrix
. def
Data Matrix == DM [m][n]

where m is the number of rows which is equal to
the number of variables and n is the number of
columns which is equal to the number of nodes in
the network plus three. The various columns in the
network are Vnum, node_number, type_number,
node_number of the nodes in the network.

xiii. Checking the availability of data

def

IsInputAvail Is_input_available(node_number,

vnum)

When this function is called, a set of actions take
place which are represented by the following code
segment:

int availstatus = 0
while (DS !'= null){
if (DS.node_number = node_number) then{
while(inlist !'= null) do {
if (inlist.vnum = vnum) then{
if (inlist.flag = 1) then{
availstatus = 1
break whileloop
F}
inlist = inlist.next
} if (availstatus = 1) then
break whileloop
} DS = DS.next
}

return availstatus

xiv. Checking the readiness for of sending the
data

def

ISOKTOSEND Is_ok_to_send(Src_node_number,

vinum)

When this function is called, a set of actions take
place which are represented by the following code
segment:

int status = 0

while (DS !'= null) do {

if (DS.node_number = Src_node_number) then{
while(outlist !'= null){

if (outlist.vnum = vnum) then{
if (outlist.counter = 0) then{
status = 1
break whileloop
}} outlist = outlist.next
} if (status = 1) then
break whileloop
} DS = DS.next
} return status

xv. Sending data

SEND 2L Send(data_packet)

where the data_packet consists of the node number,
variable number, vnum, type of data, type_number,
and the actual data, data, in string form. On the
receipt of this packet, the AMPS checks the data
structure, DS, to see whether the variable number,
and type are correct and stores the data in the ap-
propriate field. The counter is set to the number
of nodes that are to receive the data by consulting
the data matrix, DM, which consists of m number of
rows and n number of columns where m is the num-
ber of variables where n is 3 (to store the variable
number, its source node number and type number)
+ number of nodes. The Send function returns a
1 to indicate a success. The code segment to find
counter value for a given node number, variable
number and its type by using the data matrix is
given below:

int i, j
int counter = 0
for (i = 0 tom -1){
if (DM[i] [0] = vnum) then{
if ((DM[i] [1] = node_number) ~
(DM[i] [2] = type_number)) then{
for (j = 3 ton - 1){
if (DM[il[j] = 1) then
counter = counter + 1
i333;

return counter

The code segment to place the data in the data
structure and set the counter value is give below:

int status = 0
while (DS != null) do {
if (DS.node_number = Src_node_number){
while(outlist !'= null){
if (outlist.vnum = vnum) then{
outlist.data = data
outlist.counter = counter
status = 1
1333

return status
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After storing the data, the AMPS consults the DM,
distributes the data to other DS nodes, and decre-
ments the copy counter accordingly. Here the data
is written to the input channel variable of a receiv-
ing DS node, provided the status counter of that
input channel variable is 0 (that is, the channel is
free to receive new data). Once the data is received,
the status is set to 1. If any of the DS destina-
tion nodes are unable to receive the new data, the
AMPS periodically checks whether they are free to
accept the data.

while (DS != null){
if (DS.node_number = node_number)q{
while(inlist !'= null){
if ((inlist.vnum = vnum)
~ (inlist.flag = 0)) then{
inlist.data = data
inlist.flag = 1
counter = counter - 1
}
inlist = inlist.next
3

return counter;

xvi. Guard

Gi ji fChil A fChiQ A fChig A veey /\fChim

xvii. Guarded Process
def

if (fehiw A fchia A fchis A oA fehim)
then Pj; Pi; Pis; ..; P

gpi

xviii. Node
Rj def
while (true) do
if (fchit A fchia A fchiz A A fchiy)
then Pji; Pio; P ..., Py

od

forall 1 < i < m where n is the number of guarded
processes for a node R; € R.

xix. Connect Statement

def

CONNECT
RZ(ZChll A iCh,;Q VANRTAN iCh,;m)
— (ochi1 N ochia A ...\ ochys)

where R;, € R
ichiy, ichio, ..., ichy, € ch
ochj1, ochia, ..., och;s € ch

In this section, we define the type assignments used in
the computational part of LIPS. In the next section, the
operational semantics using its evaluation relation is de-
fined.

III. STRUCTURAL OPERATIONAL
SEMANTICS (SOS) FOR THE ASYNCHRONOUS
COMMUNICATION

In SOS, the behaviour of the processes is modelled us-
ing the Labelled Transition System (LTS). These tran-
sitions are caused by the inference rules that follow the
syntactic structure of the processes.

Definition 1. Labelled Transition System

A Labelled Transition System (LTS) is a triplet {S, K,
T} where S is a set of states, K is a set of labels where
K={k—ke€K},and T = {i» k € K } is a transition

relation where — is a binary transition relation on S.

The translation can be written as s — s’ instead of
k
(3757)6——>'

LTS is a set of inference rules used to specify the oper-
ational semantics of the calculus. It is defined using the
syntactical structure of the term defining the processes
and it describes the observational semantics. The general
form of SOS for a function can be defined as follows:

Let f be the name of the function.

Let # = {1, x2, ... zn} be the set of argument parame-
ters associated with the function.

Let z; : 1 < i < n where

type of x; € CHANNEL V FLAG V NODE_NUMBER V VNUM
V VNAME V TYPE_NUMBER V DATA V DATA_PACKET V
COUNTER V DATA_STRUCTURE V INLIST V OUTLIST.

Let y be the value returned by the function where y is
either a 0 or a 1. Let s; and ss be the initial and final
state of the caller respectively. The SOS is

T = f

(f(@1, ®2, .. Tn), 51) T (y,52)

Following are the inference rules used to specify the SOS
for the asynchronous message passing in LIPS:

Guard and Guarded Process

The SOS for a guarded process G'P; is given below:

Let FCH; = {fchi, fchia, ..., fchim} be the set
of flags associated with the input channels CH; =
{chi1, chia, ..., chim} respectively for some positive
integer m > 0. Let G; = (fchi1, A fechia, Ao A fchim)
be a guard or condition to be satisfied for the associated
process body to be executed.

Let GN; is guard number and VNUM is
variable number. For a fchiy; to be true,
Is_input_available(GN;, VNUM of ch;) should re-
turn 1. When a 1 is returned, the Send function will
be initiated which sends the data to the Data Structure
(DS) of the AMPS. The SOS for a guard G; is defined
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as below:

(Jehir =T, 51) = (chir, ) (Fehim=T, 1) —= (chim, )
T
(fChil A fchig VARSAN fChim; Sl) —

(T{chi1, chiz, ..., chim}, s2)

e

Let P; = P;1; Pjo; ...; Pji, be the set of statements in the
process body for some £ > 0. These statements may
contain assignment statements to assign values for the
output channels. When such a statement is encountered,
the function, I's_ok_to_send will be called. If this call re-
turns a 1 then the Send function will be called to send
the data to the DS of the AMPS.

27

Node

The node R; € R, which is a collection of guarded pro-
cesses, is illustrated using an infinite while loop. The
SOS for a node using while statement is given below:

Let GP = {GPl, GPQ,

processes where n > 0.

...,GP,} be the set of guarded

Let FCH; = {fchi, fchia, ..., fchim} be the set
of flags associated with the input channels CH; =

Let OCH; = {vali, vals, ... ,valis} be the set of val-  {ch;1, chia, ..., chim} respectively for some positive in-
ues associated with the output channels for the guard G; teger m > 0.
where s > 0.
The SOS for the guarded process GP; is specified as fol-
lows: Let OCH; = {wval;1, val;a, ...,val;s} be the set of output
(Groon) o (Lo G} (Pron) P (OCHy s {GoaE)) o Zhinr(l)els associated with the guarded process GFP; where
‘ i s > 0.
(if Gy then Py, s1) <H4 (OCH,, $,{G; = F})
|
A B

Ry

(while (T') do (GPy else GPs else ... GPy), s1) Z,
(if (T then (GP;; while T do (GPy else GPs else ... GPy))), sk)

def

CH, CH;
(Gi,sj) — (T,s;) (P, s;) — (OCH;,s;)

A  GP;
(T, s5) = (@, sj)  (if Gi then Py, sj) L (ocH;, sj+1)
where 1 < j < k and k is some positive integer.
A B
B def Ry

(while (T) do (GPy else GP; else ... GPy), s7) ——
(if (T then (GP;; while T do (GPy else GPs else ... GPy))), sk)

Network definition

Let n be the number of nodes in a network and m and
s are the number of input channels and output channels
respectively whose value changes for every node in the
network. A connect statement is closely associated with
the node’s definition and it specifies the set of input and
output channels associated with a node.

Let R; be a node in a system under consideration.

Let ICH; = {ichi1, ichia, ..., ichim } be the set of input
channels associated with R; where m > 0.

[

Let OCH; = {och;1, och;a, ..., och;s} be the set of output
channels associated with R; where s > 0.
The SOS for one connect statement is given below:

:: Connect

(Rl(lchzl A ichiz VANTAN ichim), 81) —_—

((ochiz, ochig, ..., ochis), $2)

The SOS for the network defined using these n number
of connect statements where is given below:

:: Connect

Vi:1<i < n((Rl(zchzl ANichis A ... A ’L'Chim), 81) —

Is_input_available, Is_ok_to_send, and Send

ol Lalu Zyl_ﬂbl

((ochir, ochia, ..., 0chis), $2))

The  labelled  transitions for  the  function,
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ISJINPUT_AVAIABLE, returning a 1 is given as:

RAJAN ET AL.

(while (T) do (A), sl)i(if (T then (A; while (DS!=null) do (A))), s2)

(while(DS 1= null) do A,s1) — (1, 2)

w ISINPUT_AVAILABLE

(Is-input_available(node_number, vnum), s1)

node_number, vnum
_— (1, 82)

T T
A def (DS.node_number=node_number ,si) — (T, s1{DS.node_.number=node_number}) (B,s1) — (B, sz2)

(¢f (DS.node_number = node_number) then B, s1)

B

node_number (I, 51)

_def (while (T) do (C), s1) R (if (T then (C; while (inlist! = null) do (C))), s1)

(while(inlist! = null) do C, s1) z, (1, s1)

T T
def  (inlist.vnum=vnum,si) — (T, s1{inlist.onum=vnum}) (D,s1) — (D, s1)

vnum

(if (inlist.onum = vnum) then D, s1) —— (L, s1)

availstatus )
(availstatus=1, sa{availstatus=1})

T
D def (inlist.flag=1,s1) — (T, s1{inlist. flag=1}) (availstatus=1,sy)

(if (inlist.flag = 1) then availstatus = 1, s1) ——" (T, so{availstatus = 1})

In the above sequence, if the inlist.flag stores 0
then the function Is_input_available will return a 0.
Similar transitions have been derived for the functions:
Is_ok_to_send and Send.

IV. CONCLUSION

The research presented here involves the defining the
operational semantics which can be used to refine the

[

LIPS compiler. The defined semantics can also be used
for the specification and verification of LIPS programs.
This paper explains the operational semantics for only
the communication part of LIPS. But, we have not only
defined the operational semantics for the computational
part of LIPS but also an abstract machine called LIPS
Abstract Machine (LAM) for LIPS which works on the
basis of single-step rewrite rules. This abstract machine
has been verified for its correctness against the opera-
tional semantics [7].
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Separation of Concerns in Teaching Software
Engineering

Izzat M. Alsmadi, and Mahmoud Dieri

Abstract — Software Engineering is one of the recently evolving subjects in research and education. Instructors and books that are talking about this
field of study lack a common ground of what subjects should be covered in teaching introductory or advance courses in this area. In this paper, a
proposed ontology for software engineering education is formulated. This ontology divides the software engineering projects and study into different
perspectives: projects, products, people, process and tools. Further or deeper levels of abstractions of those fields can be described on levels that
depend on the type or level of the course to teach.

The goal of this separation of concerns is to organize the software engineering project into smaller manageable parts that can be easy to understand
and identify. It should reduce complexity and improve clarity. This concept is at the core of software engineering. The 4Ps concerns overlap and
distinct. The research will try to point to the two sides. Concepts such as; ontology, abstraction, modeling and views or separation of concerns (which
we are trying to do here) always include some sort of abstraction or focus. The goal is to draw a better image or understanding of the problem. In
abstraction or modeling for example, when we model students in a university in a class, we list only relevant properties, meaning that there are many
student properties that are ignored and not listed due to the fact that they are irrelevant to the domain. The weight, height, and color of the student are
examples of such properties that will not be included in the class. In the same manner, the goal of the separation of the concerns in software
engineering projects is to improve the understandability and consider only relevant properties. In another goal, we hope that the separation of concerns
will help software engineering students better understand the large number of modeling and terminology concepts.

Keywords. Software engineering, ontology, separation of concerns, project, product, process and people.

2
1 INTRODUCTION
Students should be able to manage the different views

In teaching software engineering courses to students, and move easily between them. However, a major
it is noticed that some students complain from the lots of problem in Software Engineering education is to avoid
models that they need to know without having to know transmitting a rigid methodology involving one
the overall picture first. dominant separation of concerns. There are some other

This is similar to the problem we have also in formal alternative views for software engineering modules and
methods. There are tons of formal method tools and separation of concerns. We can separate them into the
sectors to learn without having an overall ontology that dimensions; data; that focuses on entities, functional,
illustrates the big picture. which is concerned with functions or services, user

Ontological studies simplify the structure of some view, reusing, and distribution dimensions. This
domain  knowledge. It includes  abstraction, separation is usually considered in software projects.
representations, and assumptions, but it is useful to For example in design, we talk about class diagrams,
make better understanding of that domain. Ontology or activity or sequence diagram and user interface design.
conceptual models facilitate communication or This means that we are considering many dimensions of
knowledge sharing on common grounds. In any those considered in the earlier reference.
ontology, we agree to “focus” on some objects or Out of the four views listed above, the software
entities and specify the relation between those entities. process and project views are the two that have the highest
Software engineering is lacking a comprehensive percent of documentation and models in literature.
ontology that covers the overall knowledge body. Nevertheless, they are tightly coupled that makes it hard to

distinguish whether this is a process or project model. Part
of this confusion is understood since the software project
management can be seen as a software process or activity.
However, we should differentiate between software
processes that are product oriented such as requirements,
design and coding of the product, and the processes that
are people oriented such as the project management.

Izzat M Alsqui is‘an alxsislant professor i‘n the CIS depgrtment There are numerous software process models existed
at Yarmouk university in Jordan. www.faculty.yu.edujolizzat in the software engineering field. We will try to classify
Email: ialsmadi@yu.edu.jo X .

those models according to the aspects and properties that

distinguish each view. The software process is the set of

activities and methods employed in the production of a

software. The software project is how we manage and
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organize the process, the people and the product. This
view makes the software project the main view that
includes the three other views. The software product is
the ultimate goal for the project, process and product.
We measure the software project success through the
product success. A successful project, people and
process should result in a successful product. The people
are the real and main resources in software projects.
Without talented and dedicated people, we can’t have a
successful project and product. This shows that the four
views are highly depending on each other and that we
have to guarantee each ones success to guarantee the
overall success.

On the other side of the picture, there are many
trials for integrating the different views in one large
view. An overall picture draws a plan for where the
project and organization should go. I think that the two
paths do not contradict with each other. We decompose a
project design to facilitate communication, tracking and
planning of the project and its components. We
eventually combine those sub components to test their
integrity and cooperation.

In the following sections, we will consider the four
dimensions; process, product, people and project. Each
one will be considered in a chapter. The project
dimension is intentionally left to the end as it combines
the three and includes them.

2 SOFTWARE PROCESSES; ACTIVITIES AND
MODELS

As mentioned earlier, out of the 4P dimensions, the
process is the one that has most of the existed literature
or documentation. Software processes are the activities
involved in producing and evolving the software.
Examples of some of those major activities include;
requirements gathering and specifications, software
architectural and design, software implementation,
testing and maintenance or evolution. We have to
differentiate between software processes and software
process models. Software process models are abstract
representations for the models and their interaction.
Similar to abstractions, models involve focus on
particular concerns or perspectives. As a result, each
model has certain scenarios that can be best used in. For
example, the water fall process model is used when we
have fixed and stable requirements.

The difference between the different models is largely
depending on how the processes interact with each other
(that’s why they are process models). There are two
possibilities on how processes can interact with other.

A. Straight forward processes. In those models,
each major software activity is completed first before
moving to the next process. Once a process is
completed, we can’t go back and modify it. The largely
known and used model in this type is the Waterfall
model. Waterfall is used when we have stable and fixed
requirements as it can hardly deal with changes or
accommodations.

B. [Iterative or evolutionary processes. In those
models, major activities are completed partially in

cycles and evolve to reach the final product. The goal is
to deal with the instability of requirements and the need
to accept and accommodate changes. With the exception
of the waterfall model, all other software process
models, such as the incremental model, spiral model,
prototyping, and agile models, are examples of the
Iterative models. Some models iterate through all
process activities, others gather all requirements, then
iterate through the rest of the activities. Spiral models
make explicit risk assessments in every cycle, agile
models combine iteration with project and people
techniques to include a larger model that simply being a
process model.

There are some software engineering books who
consider some other software process models such as
formal specification or Commercial Off-The shelf
Software (COTS) as process models. The usage of
formal specification or off-shelf software does not have
to be in a special process models. Any of those methods
can be used in the process models described earlier and
hence do not need to be a process model by itself. It
implies using certain technology or technique. For
example, formal specification methods are used to verify
requirements formally before start the construction
process. This is a specific extra activity that is added to
the requirement stage.

3 PEOPLE, THE SOFTWARE PROJECT
RESOURCES

A software process model is an explicit description of
the process through which software artifacts (or
products) are implemented. Most of those process
models focus on the products, time or goals as the
factors that control the tasks for each stage of the model.
In real environment the employees are the main resource
and in each stage each employee, should have a specific
task. Many of those current software process models do
not consider some scenarios where a company may start
a new project and each team or team member, whether
from the business analysis’s team, from the
development, testers or from the document writers, is
expected to do some work at any development stage.

Humans play an important role in the success of
software projects. Communication is very important to
ensure all team collaborations and contributions. Some
methods, such as agile development models are
customer oriented where the customer suggestions and
concerns are always considered.

Software process models are abstract representations
of software development activities. They guide and
instrument the development process and indicate the
main tasks and goals to be done in each stage or time of
the software life cycle. In most of the traditional
software development models, the focus is in achieving
the goals or the requirements that the application is
expected to fulfill. In agile methodologies, the time is
more sensitive giving the fact that requirements and/or
many other factors may change with a relatively short
time.
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Although those models target most of business
scenarios in developing projects, in some cases we may
have all company employees required to work
simultaneously. Following for example a traditional
approach in that case, requires developers to wait or take
a vacation if they don’t have other projects to work on
till business analysis’s team finish colleting the
requirements. Testers and documents’ writers are
expected to wait longer time waiting for developers to
design or implement the project or part of it.

In small business environment, this is expected to
happen specially when there are no earlier versions of
the application that those testers or document writers can
work on through early stages. We have to have a model
that take into consideration such scenarios and
implement the stages depending on the humans and not
the applications (i.e. people models rather than process
models). Developers, testers, and document writers for
example, have to have certain tasks to do from the
beginning of the project (although the main focus at this
stage will be on the requirement gathering people, or the
business analysts).

Agile community defines agile methodologies as
people oriented development processes. In general
there are 4 critical groups that contribute to the
software development; developers, testers,
customers, and managers. For a project to be
successful, all those groups should be fully involved
and supportive all throughout the project. In
traditional processes, the development stage is the
main factor where we define the current stage (i.e.
design for example), and then we assign time and
resources for such stage.

In Agile development, achievements or
deliverables are the key. We define time and
resources that will achieve those tasks. A people
oriented model is a model that considers the people
or the resources first, and rather than defining a
deliverable or a stage, we define the people or the
role of those people and then we define deliverables
and expected time for them.

In this context, there are three related words:
concepts, individuals, and roles. Concepts, areas of
knowledge, or subjects are general knowledge in life
or life science (such as software engineering,
programming, testing, physics, and religion) which
have some common characteristics. Roles are classes
of people (classified based on their professional)
belong to those concepts or areas of knowledge (i.e.
software engineer, programmer, and tester. Physician
and religious people may have different meanings or
more details). Concepts are classes while roles are
the human subjects of those classes. Individuals are
instances, actors, or players of the roles. For
example, Brian is a software engineer who works in
the software engineering field.

A role can be for an individual (served or played
by individuals such as programmers), or for a group
(served or played by a group such as stakeholders
which is served by several classes of people: owners,

managers, users, etc.). A good software project
manager should have teams that are replaceable in
their roles. This means that a manager should not
depend on particular individuals to do certain tasks.
All individuals in a role should be able to do all tasks
assigned for that role (in theory).

4 TOOLS, THE PEOPLE HELPERS

Tools play a major role in software engineering
processes and development. In several cost estimation
models such as COCOMO, the amount of assistance
tools gave to developers is important information needed
to estimate the development time. They can noticeably
improve the overall productivity of the team members.

Software engineering is a field rich of a large
amount of tools exists to help software project team
in the different development stages. Without such
tools, tasks will be far more complicated, slower to
achieve, and evaluate. Software tools that assist in the
software engineering activities are usually called
Computer Aided Software Engineering (CASE)
tools. They are divided into upper and lower cases
depending on the early or late developed stages they
are assisting in. Those tools try to automate the
specific process that if usually done manually will
take more time and resources. For example a
software test automation tool can save large amount
of testing (especially regression testing). They can
work day and night, in time or over time, in the week
start or the week end. This can ultimately reduce the
amount of time required to complete a specific task
or the overall project. There are several
classifications for case tools. They can be classified
into upper and lower case tools depending on the
development stage. Similarly, they can be classified
into front end and back end tools. They can be also
categorized  into:  tools, = workbenches and
environment to support a single task, stage of several
tasks (e.g. the requirement or testing stage) or more
than one stage of the development lifecycle.

The general goals for developing a CASE tool can
be summarized in the following reasons:

e Decrease the time required to perform a specific
task or the overall project. As described earlier, through
automating an activity using a tool, time can be saved
in regular working hours. Tools can also work
continuously and in parallel. If developed with a high
speed or good performance, it can finish tasks faster
than humans. Usually, tools are more reliable or
consistent especially for structured tasks that do not
need reasoning.

e Perform some tasks that are considered
uninteresting and time consuming for humans to do.
This is true for example for regression testing where
same tests need to be executed over and over again.

e Efficient transfer of information between tools.
This is true if tools agree on the same data format. As
such, it is important when acquiring a commercial or
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open source CASE tool to look for the type of inputs or
outputs this tool generates or requires.

e Decreasing the time required to develop a task or a
project can contribute to reduce the overall cost of the
software. This is true in all manufacturing areas where
products produced using large manufacturing automated
tools are usually cheaper than those crafted by hand.

Following are general classification of CASE tools
according to the development stage or process.

1.Tools for software project management. Software
management includes several activities such as project
management, cost estimation, risk assessment and
management, metrics, configuration management,
scheduling and tasks distribution. There are different
tools for those tasks. Some of the general management
tools for software projects are? Microsoft project,
ProjectTrack, SPR (Software Productivity Research),
KickStart, Xpdproject, MinuteMan, PlanBee, ProjeX,
Mission Manager, KIDASA software, Chronicle
Graphics, DescisionEdge, Intellisys Project Desktop.
Open Workbench, Sure Track, Milestones Professional,
etc. Those tools help creating and modifying, and
publish project schedule and tasks distribution to be
available for all project team members. They should
effectively allocate resources and financial planning.
They can also locate critical items or paths in the
project.

2.Tools for the requirement stage. The requirement
stage includes several tasks such as the feasibility study,
requirement elicitation, analysis, management and
verification. In general, all tools in this stage in
particular and in all development stages in general
should facilitate and foster communication among
project team members. Those tools should have a central
database in the backend where a modification by one
team member can be seen by all others. Database central
control and management is also vital to ensure that
changes for requirement are traced and allowed only
through the right people (i.e. requirement traceability).
Traceability is very important to make sure that we
didn’t skip any requirement, that the sources and
relations among requirements are known and clear. The
ability to work and integrate with other tools in design,
implementation, etc is an important factor in selecting
requirement management tools. Requirement tool can
also address change management and control. A
Requirement Verification Tool should be able to verify
Completion and Correctness of Requirements so that
broken links can be addressed. Requirement tools
classify requirement into different types, levels or
priorities depending on the user preferences.
Requirement tools keep tracking of requirement
modifications or history. This is important to know who
edit a particular requirement, why and when?
Requirement tools may also have some metrics
capabilities regarding metrics, classifications, etc.

Besides features, requirement tools can be selected
based on their learning curve or the ease of use and
learning.

There are several products designed specifically for
requirement management, such as IBM Rational

Requisite Pro, Rational Rose, MS Visio, MS Office,
RDD, DOORs, CORE, RTM Workshop and Caliber-
RM, UML diagrams, Vital Link, Cradle REQ, RDT, etc.

There are also several Software Configuration
Management (SCM) tools such as MS Visual Source
Safe (VSS/ Source safe), Subversion, PVCS, ClearCase,
Perforce, ClearCase, AcuuRev, PlasticSCM, SCCS,
RVS, Aegis, CVS, ectc. Those tools are also called
version controls tool. Those software tools are
responsible for tracking software code updates and
modifications. For example, developers need to be all
working on the exact same copy of code to make sure
that there are no conflicts. Before a developer can
update the server central code (i.e. check in code), he or
she should have the up to date current copy of the code
from the server (i.e. check out). This is particularly
important for companies developing using agile or
iterative methods where software code integration is
continuous (continuous integration). In case of any
conflict, developers should be able to see the locations
of the conflict and should be able to resume to earlier
versions of the code. Those software can be usually
accessed from the web as they have web interfaces.
They save the code from all developers to a code centric
database or repository. Central code should also have a
locking mechanism to control modifications. Other
features include merging and branching of the code,
tools or algorithms for version labeling, integration with
other tools specially development and testing tools.

3. Tools for the design stage. Software design stage
is a stage that relies heavily on graphics to visualize or
model the artifacts. Examples of tools, notations, or
applications include UML, IBM Rational Rose, MS
Visio, Together, Describe, Rhapsody, Poseidon, Borland,
Jdeveloper, Netweaver, DIA, Violet, Kennedy-Carter,
XDE, Ensemble systems, MagicDraw, Popkin's System
Architect , MasterCraft, UMLGraph, UMLet, JUDE,
OmniGraffle, Argo/UML, Action Semantics, ARTiSAN
software, BoldSoft, BridgePoint, GDPro, Ideogramic,
Objecteering, Softera, . Several other graphics and
editor or word processor tools such as MS Word, Power
Point, Excel, etc. can be used in design as well. Those
tools can be found under Modeling, design or UML
tools. There are some other design details who are
specific for database design or schema such as Erwin
and ER studio. The link to UML and the ability to cover
some or all UML diagrams such as use case, class,
package, sequence, activity, collaboration, state,
component, deployment, etc. diagram, is a major feature
or requirement for design tools. Another important
feature that is growing recently is the round trip
engineering between design and requirement from one
side and design and code from another side. Some tools
can auto generate the code from the design.

4. Tools for the development stage. As mentioned
carlier, the development ( also called coding or
implementation ) stage is a major stage in the software
development lifecycle where the design is translated into
a working model.

Software code tools can be as simple as editors such
as Notepad, to the Graphical User Interface Integrated
Development Environment (IDE) tools with rich tools
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and components such as MS .NET, Java Eclipse, Java
Netpeans, etc. The first category of the development
tools are IDEs such as Eclipse and Netbeans for Java
and Microsoft studio and .NET for MS programming
languages such as C# and VB. Other example are:
Adobe/Macromedia Studio 8, Borland Delphi, Borland
JBuilder, IBM Rational App Developer, IBM
WebSphere Studio, Oracle JDeveloper, Sun Java Studio,
Sybase PowerBuilder, ActiveState Komodo, WinDev,
Visual Web developer, phpDesigner, PHPEdit,
Expression Web, PhpEd, Coda, CSSEdit, BlueFish,
Dreamweaver CS4, Aptana Studio, Nvu, Spket IDE,
BlueJ, XWP, RHide, KDevelop, C-Forge, IntlliJ Idea,
Komodo IDE, Zend Studio, etc. IDE major features
includes the following components:
Compiler/Interpreter, Debugger, Editor, Make/Build
Functions, Documentation, Application Modeling Tools,
Web Design Tools, Profiler, Compiler Performance,
Sample Applications, Performance of Resulting
Applications, An easy to use interface, Ability to
Integrate 3rd Party Tools, Availability of 3rd Party
Tools, Quality of Technical Support Options, Size and
Quality of Developer Community.

Other types of development tools include editors
(e.g. Notepad, Emacs, jEdit, THE, MED), make tools
(e.g. NMAKE, GNU Make), source and binary code
generators, code interpreters, debugging tools, code
libraries, installers and versioning tools. There are also
automatic code generation tools that generate the initial
parts of the code ( that can be extracted from the design
and requirements ). Examples of those tools are:
MathWorks Real Time Workshop, Rhapsody UML code
generator, Flex, and Yacc, Rational Rose, Class
diagrammer, and Artisan.

. Tools for the testing stage. Software testing
may be performed in all stages to test and verify the
different activities or artifacts. Compilers are testing
tools done by the programming languages to verify that
the written code is consistent with the programming
language rules. Testing the developed code in particular
is performed in 3 stages: testing individual units. This is
usually done by developers. Examples of CASE tools
here are unit testing tools such as JUnit and NUnit, and
debugger tools which usually come as part of the IDE.
Test automation is an important feature in this stage to
reduce the amount required for testing. The second stage
of testing is the black box or functional testing of the
code to make sure it fulfills all its requirements. This is
usually accomplished in integration and system testing.
Test automation is also an important feature in this stage
where we want to automatic the generation, execution
and verification of the test cases. Examples of tools in
this area include: IBM Rational Robot, XDE/Functional,
Manual, and Performance testers, HP Mercury
WinRunner, QuickTest, Segue SilkTest, Compuware
TestPartner, AccordSQA SmarteScript. Other testing
tools are: Abbot, AberroTest, Autolt, AutoPilot, Axe,
CAPBAK, Certify, CitraTest, CrashFinder, Eggplant for
Mac OS X, EMOS Framework, eValid, Eventcorder
suite, expecco, GUldancer, imbus GUI Test Case
Library, incisif.net, Jacareto, Jemmy, QARun, jfcUnit,

JStudio SiteWalker, KD Executor, LISA Functional
Testing, Marathon, MITS.GUI, Oracle Application
Testing Suite, Perl GUITest, PesterCat, Phantom,
Pounder, PureTest, pywinauto, Q1, QC/Replay, QF-Test,
Ruby GuiTest, SAFS (Software Automation Framework
Support), SilkTest, Smalltalk Test Mentor, Squish, Tasker,
TestComplete, TestAgent, TestArchitect, TestBench for
iSeries, Tester, TestGUI, TestQuest Pro Test Automation
System, TestSmith, TRecorder, Unified TestPro (UTP),
Vermont HighTest Plus, VistaTask Pro, Visual Test,
VNCRobot, vTest , web2test , WebCorder, WebKing, X-
Unity, xrc - X Remote Control, and XRunner.

The third stage of testing which is the acceptance or
user testing. This stage can’t be automated as it is
usually hard and complex to teach tools or program to
evaluate user interfaces in the same way humans do. The
major sub tasks of the software testing process include:
test case generation, execution, verification, regression
testing, test oracle or database. A complete test
automation tool (which may not be practical) should be
able to automate all those activities. However,
regression testing where earlier or all test cases are re-
executed in case of codes change.

Although most debugging tools come as part of the
IDE (i.e. VS .NET, Eclipse, Netbeans), however, there
are some standalone debugging tools such as: DTrace,
mdb, Sherlock, CodeView, gdb, JProbe, Wireshark, Jdb,
Firebug lite.

5. Tools for the deployment stage. By deployment
we mean the stage of preparing the software for
packaging and shipment to the users and then test them
on the user environment. This is why it is referred to in
some literature or books as the implementation stage.
Here largely we will talk about packaging, translating or
installer tools. Examples of software installers are
InstallShield, Microsoft MSI and Wise.

6. Tools for the evolution and maintenance stage.
Evolution and maintenance activities occur after the first
deployment of the application to the user. All activities
after this step (even if its design, implementation or
testing) should be called maintenance or evolution. Both
activities including modifications in the original
software or code. Evolution is more generic that
includes changing the code for any reason (adding new
features, updating or removing current features,
responding to problems from the customer, etc).
However, maintainability focuses on modifying the code
to fix errors.

All tools listed in previous stages can be used in the
maintenance and evolution phases as they include all
activities. Other maintenance and evolution tools
include: source code static analyzers or metrics such as:
Compilers, Analyzers, Auditors, Complexity Measurers
or Metrics, Cross Referencing Tools, Size Measurers,
Structure Checkers and analyzers, Syntax and Semantics
Analyzers, Test Preparation Tools, Data Extractors,
Requirements-Based Test Case Generators, Test Data
Generators, Test Planners, Test Execution Tools
(Dynamic Analyzers), Reverse engineering tools (such
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as de-compilers, Rigi, SHriMP, Klocwork Insight,
Imagix 4D, SPOOL, REGoLive, Columbus/CAN,
Understand ), Reengineering tools, Assertion Analyzers,
Capture-Replay Tools, and many other types.

5 THE SOFTWARE PRODUCT, THE GOAL OF THE
SOFTWARE PROJECT

The software product is the ultimate deliverable or
goal of software projects. Having a successful process,
people and project will not help us much if we are not
having eventually a successful product. It makes sense
to have a successful product if we have the right people
and process. However, that may not always be true.

Software products can be the product or the goal
such as MS Office, they can be a tool for a goal such as
the programming languages. They can host other
programs such as operating systems. They can also be
embedded within hardware components. Software can
be installed on a local drive, network drive, removable
drive, or embedded on integrated circuits. It can be also
used as a service through the network or the internet
without local installation.

Software can be also generic such as MS Windows
built for general market and not specific customers. It
can also be specific built for a particular client, domain
or market. It can Commercial Off The Shelf (COTS)
bought and used as is. Software can also be free
available to download through the internet. It can be
shareware available for usage temporarily. Finally
software can be open source available for download
executable and source code so that users can customize
and redistribute it for their own usage or to others
without required license.

Other classification of software includes
applications and systems software. Computer software
consists of system software that control computer
hardware and application software that typically helps
users solves problems. System software consists of
operating systems (e.g., Windows, Linux), device
drivers, utilities, and programming languages.
Application software consists of a variety of programs
that help individuals carry out tasks effectively.
Application software can be divided into different
categories based on how it is used. These categories
includle  word  processing,  spreadsheets, data
management, entertainments, games, education, etc.
Application software can also be classified into:
productivity —software, graphics and multimedia
software, software for home, personal and educational
uses, communication software, etc. System software is
the combination of operating systems, utility programs
and driver programs. Utility programs are system
software that allow users to manage a computer.
Examples are file viewer, file compression utility,
diagnostic utility, disk scanner, uninstaller, file
defragmenter, backup utility, screen saver, anti-virus
software, etc. System software can be also divided into:
system control, support and development software.
System_software can be also classified into: operating

systems, DBMSs, network systems, developing tools
and programming languages.

Software can be also classified according to the
environment or the operating system that may work
under such as Windows, Unix, Mac, etc. On the distance
between the machine and the users, software can be
classified into six categories: The first and closest
category to the machine is the machine language that
consists of binary values: zero and one. The next level is
the operating system that manages the relation between
applications and the hardware. The 4 next levels are
respectively: High level programming languages,
programming environment, programming tools (e.g.
Excel, DBMS, etc), and finally applications. In this
chapter we will describe product models based on earlier
product classifications. One more classification of
software divide software productions into 2 categories:
commercial and academic software.

Based on the target of the software, the software
can be classified into 3 categories: Software products for
hardware components (e.g. embedded software, drivers,
bios, etc), software products for other software (e.g.
APIs, Dlls, interfaces, etc), and software for humans or
end users.

Separation of concerns in the product section
means that we should consider the type of the product
we are developing in consideration when we are
deciding the software process or project management. A
software process that may work well for certain types of
products may not for other types.

Software product models are less popular relative to
software process models. In process models such as
waterfall and iterative models, process activities are
distributed over time and deliverables. Activities are the
sub parts of the process and the two variables that may
define or distinguish an activity from another is time,
size, and deliverables or outputs. Drawing a similar
comparison with the product, software products are
composed of components, entities, classes, modules, etc.
All those names refer to a product sub components (with
different levels of abstraction). What can distinguish a
component from others is its size, inputs, outputs and its
level of abstraction. In software process models, the
software product is the deliverable. Hence we want to
make the activities as our deliverables in the software
product models.

In literature, COTS product model is usually mixed
with software process models which cause a serious
clash between process and product models. There is no
contradiction to say that we will follow the agile process
model in developing COTS as those models belong to
different concerns. In related subject, Component Based
Software Engineering (CBSE) focuses on trying to build
software products as manufacturing assembly lines
where software components can be built to be easily
reusable, replaceable and updatable. In reality, however,
this may not be practically true as software products are
not similar to manufacturing product lines such as cars,
toys, etc where a company can deliver millions of exact
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same original model. In software, each business and
domain may have certain characteristics to distinguish
from business in the same domain. Perhaps software
companies can learn from sales and marketing concepts
of “mass customization”. A concept adapted by Dell for
example where they allow each customer to build their
own “version” of their desktop or laptop.

In some literatures, product models refer to
software activities (i.e. requirements, design, code, etc).
Those are the software project deliverables or products.
Examples of such models are: formalizing informal

requirements for the requirement stage
(http://csse.usc.edu/csse/research/requirement.html), and
in Design: Alfa

(http://sunset.usc.edu/~softarch/Alfa/index.html),
DRADEL
(http://sunset.usc.edu/~softarch/dradel2/index.html),
Focus  (http://sunset.usc.edu/~neno/Focus/index.html),
Mae (http://sunset.usc.edu/~softarch/mae.html), Prism
(http://sunset.usc.edu/~softarch/Prism).

However, the code itself is the final product or the
product of all products and as such, it should be the
focus of product models.

1. Waterfall software product model (Bottom up
integration). A waterfall-like software product model is a
model in which we start building software product
modules bottom up where we don’t leave a lower level
of components until we complete it. We also don’t start
a higher level component until finish all lower level
components. In this case we don’t need to build any
stubs (lower level virtual components needed for
testing). As we learned earlier, waterfall structure is
more stable and easier to manage. However, sometimes
it is convenient when we are not sure how finally a
certain component should look like and we need to
eventually go back and evolve such component.

2.Top down product models. In these models,
components integration start from the top ( such as
building the GUI shell first ). All uncompleted lower
components are replaced by stubs. The convenient part
of this approach is that we can see the end of the project
first and then we start filling up the empty pieces. This is
very similar in concept to prototyping in software or
engineering products. Users need to see the overall
program and approve it before going further in the
project. Users need to understand that this is just a
prototype of shells and largely of no working features.
Developers may need extra time developing number of
stubs , that they will through away eventually, to make
such early prototype suitable for demonstration. This
approach is suitable for certain parts of the project such
as the user interface and not for all project parts.

This approach is already used in software product
integration. However, software process models do not
include such top-down style of development where
project team may go counter clock wise in the software
activities. This will be very similar to reverse
engineering processes where we start from a working
product to end up of generating the design and
requirements. Can we fake (i.e. stubs) some software
activities such as requirements and design and start
coding and find out eventually which design or

requirements can fulfill this code ?! This model can be
called code driven development where code guides the
development process.

3.Agile software product models. In agile process
models, all software activities (i.e. requirements, design,
coding, testing) are visited in every cycle. Similarly, we
want software product subcomponents to evolve through
the iterations or cycles. All software modules or
components should be visited in every cycle. Of course
in agile models, earlier cycles will have large percent of
the cycle dedicated to requirements. Eventually focus is
shifted to design, then coding and testing. Similarly,
some components will eventually go out of the cycles as
they reach a stable stage. This flexibility allows us to
have the chance to improve some components as times
goes and more components are integrated or added to
the system.

Based on the access level for the software, we can
classify software into: private, commercial, COTS,
Open Source, Free, and software as a service.

Private software products are those build and used
(by large) locally in one company. In some large
software companies such as Microsoft and IBM, there
are large numbers of small proprietary applications that
are built and used in house. On the other hand, most
software companies build software products for
commercial use to target specific or large domain of
users or companies. Commercial software can be
classified into several categories depending on the
access right level. In some cases licenses are sold to
individuals for temporary time or for good. In other
cases, software can be sold for companies to be used by
all individuals in this company within the premises of
the company. Software can be also sold as a service to
be used through the network or the internet without
having a local copy of the software. Software can be
sold on CDs or removable storages or it can be
downloaded from the internet.

COTS: COTS are software product models based on
building software products from ready components. The
website (http://www.componentsource.com/index.html)
include examples of different COTS for all types of
applications.

Open source software products are low cost
alternative for commercial or proprietary software. The
low total cost of ownership is a major advantage for
open source software. Other advantages include
reducing the dependency on software vendors through
having control over the source code. They can be
relatively easier to customize in comparison to
commercial software where they can’t be customized
locally due to the fact that the company does not have
control on the source code. Security can be another
advantage due to the local control of the source code.
Open source software is not absolutely free as it requires
maintenance and support expenses. In many surveys and
literatures reviewed, independent factors of the open
source outweigh the lower costs advantages. People love
to have freedom on their business decisions away from
environment or other companies’ risks or pressure.
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Also called Application Service Provider (ASP),
Software as a Service (SaaS) is an alternative type of
acquiring or selling software products. The vendor
licenses the users or customers to use the software as a
service on demand. Despite the fact that in this type of
services, the vendor usually hosts the application
through web servers, however, in some cases users can
download the software on their local machines. Vendor
has the control on the software and can switch the
service on and off depending on their contract with their
clients. This is very similar in principles to internet
services where Internet Service Providers (ISPs) sell the
internet services to the public.

6 THE SOFTWARE PROJECT; THE UMBRELLA
THAT COVERS ALL VIEWS

Project is the container for the process, people and
product models. Project management activities and
decisions affect directly the people, process and the
product. In software engineering, project models are
usually mixed with process models. For example,
agile process models do not take processes only into
consideration. They can also be considered as
product or project models as they consider those 2
elements in their activities.

In the software process model, the activities:
requirements, design, coding, testing, etc are the
major blocks that distinguish a model from another.
For example, in the waterfall process model, all those
activities are implemented in a straightforward
fashion without forwarding until completing the
current activity. However, in iterative models,
activities are in a loop with time and in each cycle all
those activities are visited. In the people models, we
mentioned that the project members and roles (i.e.
designers, managers, testers, developers, etc) are the
major elements that distinguish a model from
another. In product models components are the
elements that distinguish a model from another. Here
in the project models, project activities such as: tasks
distributions, cost estimation, requirements
managements, projects’  planning, resources’
allocation, deciding the software process model, risk
assessment and management, etc. Projects may follow
a waterfall project model having to complete all what
can be completed from these activities earlier in the
project. However, some activities such as cost
estimation, risk assessment, resource allocation can be
iterative and update over time.

Software project management activities can be
divided based on the time line into 3 stages: The
feasibility phase, the requirements phase, and the
detailed or implementation phase. Software projects can
be classified to: new, reengineering and maintenance
projects. Other classification of software projects
according to their complexity divided them into: simple
or organic, semi detached or medium and embedded or
complex. Software projects can be built totally in house,

totally outsourced, or something in between. Project
management activities will be different in those different
scenarios. Software projects can be also divided into
single projects (one time or one-off project) or a product
line. Software projects can be also divided in size into
small (typically less than 20,000 lines of code), medium
(20,000 to 250,000 lines of code), and large projects
(more than 250,000 lines of code). Projects can also be
divided into deterministic where we largely know the
amount of time and resources required or un-
deterministic projects. This is necessary as known stable
projects should be handled different than Research and
Development (R &D) projects where the whole final
outcome is unknown. Success factors or metrics in those
two types of projects may not be the same. Projects
could start deterministic and end up otherwise.

The main challenge of software project management
is dealing with viewpoints of 4 major players: managers,
stakeholders, developers and customers. Project
management tasks should have a win-win solution for
all those 4 groups. Problems that projects’ managers
may have is the lack of experience and knowledge in
certain areas, the conflict of interests among all project
stakeholders, lack or incorrect of estimation or team
members’ experience, deadline pressure, lack of
information and documentation, and the challenge of
facing project triple constraints; i.e. budget, time and
resources.

Software projects main productivity attributes are:
time, milestones and deliverables. Project managers
assign milestones as dates for revision and evaluation.
Those are usually marked as end of stages such as
requirements, coding, testing, etc. Deliverables are
product metric to measure how many requirements,
tasks, goals, etc are completed in a certain cycle or
period of time. Examples of some of the projects’
milestones and deliverables are: Identifying major key
project decision-maker, creating proposals and business
case for the software, establishing preliminary effort and
schedule targets, creating change control plan, etc.

Examples of software project models listed in
software engineering literature: agile development
methodologies. Rapid Application Development (RAD),
Joint Application Development (JAD), Capability
Maturity Models (CMM), Rational Unified Process
(RUP), etc.

Software  project management have certain
characteristics that distinguish it from other projects’
management. First, people are the main and most critical
resource in software projects. As such, it is usually hard
to assess people abilities in the way we can do it for
machines or equipments. Humans can call for sick or
have personal problems which may limit their
productivities. Software projects are always unique and
it is very hard to copy a successful story from one
project to another in the exact same approach. What
works good in some case, may not work as well in
another. Software project managers need to be creative
in dealing with such changing and volatile environment.
Communication skills are a must for software project
managers. They need to be able to deal with different
opinions and interest and reach to an optimal solution
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that can be accepted by all different project partners.
They need also to be able to handle conflicts and
problems among team members. Without proper
coordination between all team members projects can
reach a dead lock. This is true for many software
projects where personal conflicts lead to projects’
failures. Errors and mistakes are normal for humans.
Managers need to review and test tasks frequently to
minimize the amount of errors or mistakes. A complete
exhausting testing is not a choice. We test to improve the
confidence in the product and reduce, not eliminate the
amount of errors. Managers need to be flexible to
change a wrong route, need to be open to team members
to listen and accept different opinions. They also need to
continuously assess and monitor risks.

Increasing the number of team members can make
work faster. However, it may cause higher
communication overheads and complexity. For large
groups managers may need to divide project team into
several teams with a team leader for each group. This
may make communication easier and faster. Project
managers must monitor costs, efficiency and quality
without being excessively ceremonial.

There are several attributes that distinguish a
software project from others. Many management
decisions require thorough knowledge of those
attributes. Examples of those attributes are: Cost,
duration, effort, budget, resources, size, etc.

1.Cost, budget, and benefits. Those terms are related
to expenses. Cost calculated the total cost of the project.
There are several techniques used for cost estimations.
Examples of those techniques are : calculating cost
through models such as the COCOMO, calculating cost
through analogy, and calculating cost through experts.
Cost estimation is not expected to be precise as it is just
estimation. However, far unrealistic estimation may put
software projects in serious risks. Project managers need
also to know how much budget is allocated or available
to the project in order to make early decisions whether
this project is feasible or not. Overall, money is a critical
factor in the success or the failure of software projects.
Project managers need to be transparent and open with
all stakeholders in concern with budget, cost and
benefits.

2.Time and duration. Time and duration attributes
make estimates for required time of all project or
individual tasks. Cost estimation techniques usually give
cost, time and resource estimations. Besides cost
estimation techniques, project managers need to
understand also project team members’ abilities to be
able to distribute tasks realistically. In iterative
development, projects’ velocity is calculated from early
cycles to adjust all tasks allocations and duration.

3.Resources. Project resources include humans,
software, hardware, and network requirements. There
are some challenges facing resources’ allocation.
Software managers need to find the right people for the
right tasks. This means that we may have 4 alternatives:

a. Right people for the right tasks. This is the perfect
situation (if it can exist). This requires managers to be
able to know where each person can best fit in the
project. In software projects, managers have two

choices: Either they can select the team that they will
work with or the company allocates certain employee
from the company to this particular project. In the first
scenario, the project manager has the choice of selecting
the “right” people. However, it will be challenging and
needs deep knowledge of all company employee and
their skills. It also requires knowledge of the project to
be able to know who can best fit in a specific task.
Project managers need to study project tasks, skills and
level of experience needed each task (if possible).

You may have more than one person fits for a
specific task and you may not have any person who can
fit in another task. Finally, managers need to best
allocate or optimize their resources, of humans and
money. This may include training some team members
or outsourcing some tasks. You may also need to hire
new employees, contract them, or buy some of the
COTS components.

However, in some choices, project managers may not
have the freedom to choose their project team members.
The project will be assigned to selected company
employees (for a specific amount of time). In some
cases, the only full time employee in this project is the
project manager. All other team members could be
working on some other tasks at the same time. In those
cases, the project manager needs to best allocate
available team members to the tasks he or she has. An
example of this situation is to typically assign a senior
good developer a development task.

Employees’ interests may not always match their
experience. Should project managers assign people
based on what they know or what they like to know?
Typically, he or she should assign them tasks according
to what they best know. However, a negotiation or a
win-win solution may be needed in some scenarios.

b. Right people for the wrong tasks. Companies are
not always very successful in selecting the right people
for the right tasks. In some cases, highly qualified
people are working in several projects. In some other
cases, risk is very high that those members may find a
better opportunity and leave the company. Putting the
right people in the wrong tasks may courage them to
leave the project and the company. However, companies
may do this due to different reasons. This could be the
worst situation of the 4 as we not only lost a qualified
team member to perform tasks that they excel in, but we
also had them perform tasks that they are not good at.
This is a loose-loose solution for this person and for the
company. A typical example of this situation is to assign
a senior expert software developer routine tasks such as
document writing or test case execution.

c. Wrong people for the right tasks. Politics may play
roles in projects’ decision making and some people may
be assigned a higher tasks to give them new chances or
opportunities. Those people may proof that they are up
to these challenging tasks or they could fail miserably. If
risks are highly already, managers need to do their best
to avoid such situations. A typical example of this
scenario is to assign a new fresh CS graduate student as
an architect or a team leader of the software project.

d. Wrong people for the wrong tasks. It may not make
a difference if we have wrong people whether they will
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be assigned the right or wrong tasks. Tasks are not
“wrong” by themselves. They become wrong if they are
assigned to the wrong people. However, the different
here is that tasks can be wrong in their estimated time or
cost for example assuming that this task is going to be
finished in a day or two while it may take much more
time.

7 CONCLUSION

This paper suggests a methodology to teach software
engineering on the basis of the different perspectives or
views. Such views are expected to develop and overall
conceptual understanding that seems to be missing for
many students who learn software engineering basics.
We described those different views in brief to proof the
concept. As this is a suggestion for a book or a course,
later on, it will include more details and elaborations.
We will introduce all software engineering terms, and
concepts in terms of this view.

Ontology definitions are expected to improve the
overall understanding for any beginners in any
knowledge or science. We hope this can be incorporated
into the software engineering tools to be always part of
the software development process.
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Abstract-In this paper we present a design of a student
model based on generic fuzzy inference design. The
membership functions and the rules of the fuzzy
inference can be fine-tuned by the teacher during the
learning process (run time) to suit the pedagogical needs,
creating a more flexible environment. The design is used
to represent the learner’s performance. In order to test
the human computer interaction of the system, a
prototype of the system was developed with limited
teaching materials. The interaction with the first
prototype of the system demonstrated the effectiveness of
the decision making using fuzzy inference.

L INTRODUCTION

An intelligent tutoring system (ITS) can be
defined as educational software containing some
artificial intelligence components. An ITS should be
capable of emulating a teacher’s behaviour in all
aspects relating to supporting learners as they acquire
knowledge [1]. While existing ITSs vary in their
structures, they typically consist of at least three
basic components or subsystems. Hartley and
Sleeman [2] described the requirements of ITS for
the first time in 1973. ITSs rely on: 1) the Domain
model, or Domain knowledge, that contains the
expertise of the human teacher in certain knowledge
domain, 2) the Learner model that contains the
student knowledge and behaviour, and 3) the
Pedagogical model that controls the learning process
and provides teaching and learning aims, curriculum
content and the approach to delivery [3][4]. The
interactions between the learners and ITS provided
via user interface. Fig 1 provides presentation of the
subsystems of ITS.

Fuzzy logic has been used in diverse ITSs
because it makes decisions in a similar way to the
human teacher. Without complex formulae it utilises
a set of rules similar to those a teacher would apply
in judging a student’s performance or activities.
Moreover, Fuzzy logic provides flexibility when
used to implement mathematical formalisations
based on natural language or working with imprecise
information [5].

ITS

User interface

Learner

Domain fnode]

knowldge

Pedagogical
model

Fig. 1. Subsystems of ITS

Nedic [6] designed a fuzzy rule-based decision
making system aimed at adaptively adjusting the
teaching of a first year engineering course on
electrical circuit theory, based on students’
performance. Each student’s performance was based
on the membership functions for a particular topic,
difficulty and importance levels. A “virtual student”
model which simulated human learning behaviour
was developed by Negoita and Pritchard [7] based on
fuzzy logic technologies. Stathacopoulou ef al. [§]
proposed a neuro-fuzzy model to encode teachers’
knowledge. This was applied to diagnose students’
learning characteristics. The experimental results
from testing the model in a learning environment
were encouraging, showing good capability of
handling uncertainty as confirmed by the advice of
five experienced teachers. Chen et al. [9] presented a
learning performance assessment scheme by
combining a neuro-fuzzy classifier and a fuzzy
inference. The inferred learning performance results
can be used as a reference for teachers, and provide
feedback for learners. Fuzzy logic was used as it
handles uncertainty and provides a mode of
qualitative reasoning closer to human decision
making [9][10][11].

T. Sobh, K. Elleithy (eds.), Innovations in Computing Sciences and Software Engineering,
DOI,10.1007/978-90-481-9112-3 7, ©, Springer Science+Business Media B.V. 2010
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The Learner model represents the system beliefs
about a student's knowledge and skills, and guides
pedagogical decision-making. The model is updated
regularly by data collected from several sources
implicitly by observing student activities or explicitly
by requesting information directly from the student
[12]. Adaptive tutoring systems can modify the learning
process to best fit student's needs, characteristics and
preferences by discovering the strengths and
weaknesses of each student. The effectiveness of
adaptive tutoring system depends on how accurate the
Learner model is [13]. Although the learner model is
directly related to the domain knowledge model, the
design of the instructional strategy usually determines
the student modelling technique.

Various Al modelling techniques have been
adapted into ITS student models, including fuzzy
logic and Bayesian networks. Nevertheless, none
have been included into authoring student model or
in a generic design [14]. Researchers struggle for a
“universal” generic user/learner model that can
perform all the important services, however, a typical
generic user/learner model only delivers a small
portion of all the required services, and it is unlikely
that this will change in the future.

II.  MODEL DESIGN

The inference mechanism is based on the
Mamdani fuzzy inference method since this is the
most commonly used. Two fuzzy functions types
were used: the triangular and the trapezoidal
membership functions. This is because it is
preferable to use these functions to handle fuzzy
Linguistic terms and variables, and these functions
have the advantage of simplicity which makes them
easy to be modified by the teachers or non-experts.
Additionally, these functions have been used
successfully in many different ITSs applications
[6]1[9]1[10]. A flexible fuzzy membership function
f,(x) was developed in this research where
f,(x):f;(x)—>[0,1] is represented by four points P1,
P2, P3, and P4. P1 and P2 represent the starting and
the ending point of the increasing section (IS) of the
function f;(x) respectively. P3 and P4 represent the
starting and the ending point of the decreasing
section (DS) of the function f;(x) respectively (see
Figs 2 and 3). The equal section (ES) of the function
are represented by the set {P1,P2} or {P3,P4}
depends weather it is a right shoulder or left shoulder
function as presented in Figs 2 and 3. The increasing
section, the decreasing section, and the equal section
(ES) of the function f(x) are represented
mathematically by equation 1 where H is the
membership value for the equal section. The values
of the points: P1, P2, P3, P4, and H can be modified
at the learning process (run time) and replaced with

new values: N1, N2, N3, N4 and H1 as represented
in Figs 2 and 3.

If-then rule constructs are used to formulate the
conditional statements that comprise the fuzzy
inference. The structure of these rules takes the
following general form:

Rule I: IF first Fuzzy input; AND second Fuzzy
input; THEN Fuzzy output,
x—P1

for IS
P2-PI
P4—-x
f(x)= for DS 1
(x) P4-P3 )
H for ES
Membership

P2 N2
‘/
L)
U .
Y
l' M
A}
Pl NI K P4 N4
) //
P .
4
.
"' ‘\

0 Input
Fig. 2. The triangular fuzzy membership function

S Membershlp \ /
X

P1/
N1‘4

Hs

H1
0 Input
Fig. 3.a. The trapezoidal fuzzy membership function
(left shoulder)
P2 P3
N3 PR H
N2 j Membership"o

Input 1
Fig. 3.b. The trapezoidal fuzzy membership function
(right shoulder)

The input to each rule is the current values for the
input variables, and the output is the entire fuzzy set
assigning one value to the output variable (Oy). The
set O where Oy (k=1, 2, 3, 4) is a linguistic term
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(word) that describes the ™ response that represents
the learner’s observable behaviour. As a result of two
fuzzy variables, each of them having four classes, 16
different rules and its conditions are formulated. The
design of these rules is based on a flexible design so
as to allow for the modification of these rules during
the learning process by the teacher. The information
on these rules are coded and saved in the file
‘FuzzyRules’ while the information of the fuzzy
membership functions are coded and saved in the file
‘FuzzyInfo’. This information can be accessed and
modified by the teacher through the teacher’s
interface as presented in Figs 8 and 9. The structure
of the files FuzzyInfo and FuzzyRules is represented
by Tables I and II respectively.

TABLE I
THE STRUCTURE PF FUZZYINFO FILE

|Ind‘R1|R2|...|R15|R16|

TABLE II
THE STRUCTURE OF FUZZYRULE FILE

|Ind|Title|Type|P1|P2|P3|P4|

Where Ind is the index of the file, Title is the title
(name) of each membership function (input or
output), Type is the type of each function (e.g.
triangular or trapezoidal), and Ri is the output of the
ith rule. The initial values for the file ‘FuzzyRules’
and ‘Fuzzylnfo’ are represented in Table III and
Table IV respectively.

1II FUZZY INFERENCE

The fuzzy inference design was used to represent
the learner’s performance (see Fig 4). The system
uses four sets of stereotypes (classes) to represents
the learner’s performance (Pr) since it is an
important factors in indicating the online learner’s
attitudes toward the learning process [15][16]. The
system collects information from the learner
activities during the learning process and tests it
against the membership functions of each
measurement.

In order to design the membership functions for
input/output, sub ranges of the continuous (numeric)
input/output variables (IOVs) were defined since
10Vse[0,1]. The measurement for all IOVs has four
separate membership functions defining different
ranges. Therefore, any IOV has four "truth values"
— one for each of the four functions (see Fig 5, 6
and 7).

.
IT\.’ [ Fuzzy inference ]
A
i Retrieve
Retrieve P1, P2, . ©
P3, P4, and H —- |nformat|o.n for
Rule i
FuzzyRules
L
: Teacher
Modify interface 9

Teacher

Fig. 4. Fuzzy flexible design
v MEMBERSHIP FUNCTIONS

The learner’s Performance is defined as the
learner’s involvement in his/her developmental
courses, which results in an improvement of the
presented course and a positive change in his/her
attitude towards learning [15][16]. Average grades
of both exams and questions taken by the learner
during the learning process were used as inputs to the
fuzzy inference to calculate the Performance since
questions and exams are well proven measurements
of a learner’s knowledge, skills and performance in a
certain topic. The first input is the learner’s exam
average grade (SGA). SGA represents the average
grade value of all exams taken by the learner plus the
placement test result (SPG). SGA can be calculated
by equation 2.

3
{Z Exam Gradei]
SGA =~ +SPG )
n
3 n )
Z Z Question Grade!
=l =l
SQAG = 3
Q o 3)

Where Xn is the number of exams taken by the
learner and i is the learning level. The second input is
the learner’s question average grade (SQAG). SQAG
represents the average grade of all the questions
answered by the learner in all the learning levels and
all the learning level classes. SQAG can be
calculated by equation 3 where QOn is the number of
questions taken by the learner, i is the learning level
and j is the number of questions taken by the learner
in each learning level class. The inputs and the
output membership functions are represented by the
following graphs.
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TABLE IV
INITIAL VALUES OF FUZZYRULES FILE

Ind | R1 | R2 R3 R4 R5 R6 R7 R8
1 0 1 1 2 3 2 3 3
R9 [ R10 | RI1 | R12 [ R13 | R14 | R15 | R16
2 0 0 0 0 0 0 0

\Y IMPLEMENTATION

The proposed system is developed using PHP and
MySql. A graphic interface is used to create effective
system-user interface. Using this interface, a user can
control subsystems and review the results. The fuzzy
membership functions and their rules can be
modified by the teacher via the teacher’s interface
(Figs 8 and 9).

Modity Fuzzy membership functions

Chose the fanction you want to modify | ety

Findpoint  Secondpoint  Thirdpolmt  Fouwrt point

Isart the function NEW infermstion

Pants values st be in the cangs © o 1

Fig. 8. Teacher interface for modifying membership
functions

Modify Fuzzy membership functions rules

Rules Sutput tunction

Porformance membership function

Gaming membership function

Fig. 7. Performance membership functions

Engagamant membership function
TABLE III
INITIAL VALUES FOR FUZZYINFO FILE

Fig. 9. Teacher interface for modifying inference

Ind | Title Type | P1 | P2 | P3 | P4 fuzzy rules

1 Poor 0 0 0210204

: gfc’fydgoo - i TV VI ADVANTAGES OF FLEXIBLE FUZZY
4 Excellent 0 0.6 | 0.8 | 0.8 1 INFERENCE

5 Weak 0 0 03 ]03]06

6 | Belowaverage | 1 [ 05]06[06]07 The design of the flexible fuzzy inference offers
7 | Aboveaverage | 1 ] 0.6 |07 |07 ] 08 many advantages that can be described as follows:

8 | Superb 0 10710910911 e The design of the fuzzy system provides a
9 Underachiever 0 0 |02]02]04 y ..
10 | Finc T Tozlo04l04 06 way to capture the student’s characteristics
11 | Strong 1 04 ] 06 ] 06 ] 08 with fuzzy descriptions. It introduced a
12 [ Excellent 0 Jos6fo08]os8] 1 system of fuzzy linguistic constructors, to

model the structure of fuzzy linguistic
expressions in rule and query.

e An ability to tune the parameters of the
Fuzzy Inference (fuzzy rules and
membership functions), i.e. produce a
system with improved performance.
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e The possibility for teachers to customise the
inference mechanism during the learning
process.

e The elimination of the need for the teacher
to use a programming language to
customise the system.

VII SYSTEM EVALUATION

The first prototype of the system was developed
and populated with limited teaching materials. In
order to test the human computer interaction of the
system a log file that captures the student actions,
and the system output, was produced for each
student. Sample results from two log files of two
students’ learning sessions are presented in Table V.
By comparing the two log files we can see that the
system was adapting to the student activities during
the learning process, and this prevented the system
from giving the same teaching materials repeatedly.
The interaction with the first prototype of the system
showed the effectiveness of the decision making
using fuzzy inference and demonstrated that the
system is adapting to the students needs during the
learning process.

TABLEV SAMPLE RESULTS FROM TWO LOG FILES

First student Second student

Log file opened in :
12-04-2008
User : Ahmed

System : your placement
test results is 0%

1 | Log file opened in :
12-04-2008

User : DAWOD
System : your
placement test results is

100% System : your stereotype is
System : your >>>> Performance =
stereotype is >>>> underachiever

Performance =

underachiever -

2 | System : your stereotype
is >>>> Performance =

System : your stereotype is
>>>> Performance =

strong underachiever

3 | System : LOADING System : LOADING
LESSON ... EXTRA TUTORING
Lesson :2 MATERIALS ...

SORRY, No EXTRA
TUTORING set up for
you by the instructional
strategy

FOR LESSON : 2

VIII  CONCLUSION

In this work the design of an Intelligent Tutoring
System for teaching Modern Standard Arabic
language was introduced. @ Based on learner’s
performance a fuzzy inference was designed to
handle the uncertainty and the inference mechanism
in_the _system during the learning process since it
imitates “human” reasoning style.

The design of the membership functions and their
rules were based on flexible designs which allow the
adjustment of these functions by the teacher during
the learning process. The interaction with the first
prototype of the system showed the effectiveness of
the decision making using fuzzy inference. The
design of the learner’s performance can be extended
to measure different learner characteristics.
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Abstract—A  fundamental challenge in developing a usable
conversational interface for Geographic Information Systems (GIS) is
effective communication of spatial concepts in natural language,
which are commonly vague in meaning. This paper presents a design
of an agent-based computational model, PlanGraph. This model is
able to help the GIS to keep track of the dynamic human-GIS
communication context and enable the GIS to understand the
meaning of a vague spatial concept under constrains of the dynamic
context.

I.  INTRODUCTION

A Geographic Information System (GIS) is a computer-
based information system for capturing, storing, querying,
analyzing and displaying geospatial data (geographically
referenced data) [1]. One stream of attempts to improve the
usability of GIS and enable wider adoption of GIS is to develop
natural communication modalities (e. g. speech, gesture, gaze,
etc.) based interfaces for GIS [2-6]. Most existing natural
interface-based GIS are conversational (speech enabled). A
fundamental challenge in developing a usable conversational
interface for GIS is how to handle the vagueness problem in
human-GIS communication through natural language. The
meaning of a spatial concept communicated through natural
language can be context-dependent and fuzzy [7]. For example,
the spatial concept near represents the spatial distance
relationship between spatial entities. The meaning of near is
different in different contexts, and does not have a clear
boundary in a given context. Existing studies (see summary in
[7]) have addressed the fuzziness aspect of the vagueness
problem to a great extent, but little work [7-9] has been done to
handle the context-dependency sub-problem.

The goal of this study is to facilitate handling the vagueness
problem in human-GIS communication of spatial concepts
through natural language, in particular, the context-dependency
sub-problem. In human-human natural language
communication, human communicators usually can
successfully handle the vagueness problem through making use
of the communication context. Driven by the success of
human-human communication, an agent-based computational
model, PlanGraph, is developed in this study for the GIS to
keep track of the dynamic human-GIS communication context,

45

and further helps to constrain the system’s understanding of the
meaning of a vague spatial concept. This model is implemented
in a conversational GIS, Dave G [2, 4]. Our previous papers
[2, 8, 10] related to PlanGraph focus on application of this
model for managing collaborative dialogues. This paper will
focus on design and implementation of this model for handling
the vagueness problem in human-GIS communication of spatial
concepts.

The rest of this paper is organized as follows. Section II
details the design of the agent-based model, PlanGraph, and its
implementation details in a conversational GIS, Dave G.
Section III gives a sample dialogue between the human user
and the conversational GIS, which illustrates how this model
helps the GIS to handle the vagueness problem. The conclusion
and future work is summarized at Section IV.

I1.

Following human-human communication principles[8] and
the Human Emulation approach [11] in the human-computer
collaboration field, the design principle in this study is to
enable the computer, a conversational GIS, to emulate a human
GIS operator’s role in natural language communication
between a GIS user and a GIS operator. By emulating the GIS
operator’s role, the system needs to be able to keep track of the
dynamic communication context, and use the context to
constrain its understanding of the vague spatial concept.

THE PLANGRAPH MODEL

The PlanGraph model is designed by following the
SharedPlan  theory [12, 13], and the computational
collaborative discourse theory [14]. The human-GIS
communication (mainly task-oriented collaborative dialogues)
is modeled as a human-GIS collaboration process. During the
collaboration process, the two agents, including the user agent
and the system agent, both contribute to the collaboration plan,
represented as a SharedPlan, which represents the dynamic
human-GIS communication context. The PlanGraph model is
designed to keep track of the SharedPlan.

To illustrate how the PlanGraph model helps to handle the
vagueness problem, we have implemented this model in the
prototype conversational GIS, Dave G [2, 4, 10]. The GIS
command-related functions used in Dave G are provided by

T. Sobh, K. Elleithy (eds.), Innovations in Computing Sciences and Software Engineering,
DOI 10:1007/978-90-481-9112-3 8, © Springer SciencetBusiness Media B.V. 2010
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ArcIMS, which is a commercial web-based map server product
by ESRI, Inc. [15]. The PlanGraph helps Dave G: 1) to keep
track of the human-GIS dialogue process and 2) to reason
about how to interpret the user request, how to evolve the
dialogue toward its success and how to respond to the user in
terms of the current human-GIS dialogue status. For more
details, see our previous papers [2, 4, 10].

This section describes the structure of PlanGraph and
implementation details of this model in Dave G, in particular,
those related to handling the vagueness problem.

A.  Structure

The PlanGraph model enables the GIS agent to keep track
of the SharedPlan between the system and the user through use
of the PlanGraph (see its structure from our previous paper
[2]). The PlanGraph represents the dynamic knowledge that
the GIS agent holds on the SharedPlan at a given time point
during the human-GIS communication process. This model
also provides a set of reasoning algorithms associated with the
PlanGraph.

By following [14], the PlanGraph records three interrelated
structures of the collaborative human-GIS dialogue, including
the linguistic structure, the intentional structure, and the
attentional state. The PlanGraph consists of the root plan
representing the common goal of the system agent and the user,
and all its sub-plans for sub-goals, which represents the
intentional structure of the human-GIS dialogue. Each plan
node in the PlanGraph is a complex data structure which
records an action (and associated parameters if possible)
together with a set of mental states that the system agent holds
on that action at the given time point. The PlanGraph also
records the attention focus that the system agent holds on the
SharedPlan at that given time point. The discourse segments
(phrases and sentences) are recorded as properties of plans in
the PlanGraph. Thus, the linguistic structure of the
collaborative human-GIS dialogue is also recorded in the
PlanGraph.

B. Actions and Recipes Knowledge

The system needs to have general knowledge of actions and
their recipes involved in construction of PlanGraph before
being able to construct the PlanGraph. We designed the GIS
agent’s general knowledge by following the human GIS
operator’s knowledge involved in  human-human
communication involving spatial information requests. For
example, such knowledge can include: (1) how to understand
the meaning of a vague spatial concept based on major
contextual information; (2) how to infer the context event
behind the user’s map requests; (3) how to handle the context-
dependency problem through collaborative dialogues.

To illustrate the capabilities of the PlanGraph model in
Dave_G, we have implemented a set of actions and recipes by
following human communication principles. For example, the
recipe Infer Near for the action Instantiate Distance (Figure
1(a)) represents one way for the agent G to instantiate the
Distance parameter value by inferring the near distance value
based on several major contextual factors. Due to space
limitations, the recipe Infer Near in Figure 1(a) shows only

three parameters representing three major contextual factors
among many. Another example is the recipe Travell (see
Figure 1(b)). This is implemented for the system to understand
the context that involves the user’s spatial information requests.
The last example recipe in Figure 1(c) is implemented for the
system and the user to clarify one parameter’s information,
such as the goal of the user’s map request or the transportation
mode in the user’s context event. For more actions and recipes
implemented in Dave_G, please see the example in Section IV
and our previous papers [2, 8, 10].

Instantiate Dist.

©G)
( Infer Near )
Assign Near
G)
(a)
Travel
(G/GR)
T

Travell
m Destination | Move
(G/GR)

(b)

Communication
G, U)

( Ask )
I
6 Ask_P Reply P
©

G)

©

I:I Action o Parameter
Recipe name and associated constraints

G/U is a single agent involved in an action
GR is a group of agents involved in execution of this action.

Figure 1. Sample Actions and Reciples in Dave_G

C. Mental States

The GIS agent’s mental states on action/parameter nodes in
the PlanGraph are designed by following the SharedPlan
theory [12, 13]. According to the plan evolution process
described in the SharedPlan theory [12, 13], a plan towards the
goal/action a in collaboration usually evolves from partial to
complete through several major steps. At each of these steps,
the agent responsible for the plan needs to hold a set of mental
states (intention, commitment, mental belief etc.) in order to
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evolve the partial plan toward the more complete plan. We
design the system agent’s mental states by following these
mental states required at each major step of a plan evolution
process.

A set of numerical labels, Mental State Numbers (MSNs)
(Table 1), are designed to represent mental states that the GIS
agent holds on an action node or a parameter node in the
PlanGraph at each step of the SharedPlan evolution process.
We use the numbers 4.1 and 4.2 to represent uncertain mental
states that the GIS holds on action/parameter nodes which
involves vagueness in two situations, respectively, including:
1) not enough context information is shared; 2) enough
context information is shared between the system and the user.
Only these two mental states are newly designed for handling
the vagueness problem. However, the entire table including all
MSNss is listed here for convenience of this paper’s readers.

TABLE L MSNS AND THEIR MEANINGS
M Meaning of an MSN on an Meaning of an MSN on a
S action a parameter p
N
0 | The goal of a is proposed for | p is proposed in an action

o]

involved in the collaboration.

The goal of a is agreed by all
agents in collaboration.

p is necessary for the
collaboration and is waiting
for instantiation.

a is a basic action ready to be
executed.

p under the instantiation
process is optional.

a is a complex action, and one
plan is selected for this action.

p under the instantiation
process is required.

The plan selected for o is
executed, and the plan
execution result contains
uncertainties.

p is instantiated with a
parameter value involving
uncertainties.

MSN=4.0 in case no vagueness is involved;
MSN=4.1 in case that not enough context information is

shared;

MSN=4.2 in case that enough context information is shared.

w

The plan selected for o fails.

Instantiation of p fails.

The plan selected for o is
successfully executed, and the
plan execution result does not

p is successfully instantiated
with a parameter value
without any uncertainties.

involve any uncertainties.

D. Reasoning Algorithms

During the human-GIS communication process, the system
needs to know: 1) how to understand the user’s requests, in
particular, the spatial concepts expressed in natural language,
2) how to evolve the SharedPlan toward its success, and 3)
when and what to send out as responses. These three steps are
called Interpretation, Elaboration, and Response Control,
respectively, in this study. The PlanGraph model also
provides reasoning algorithms for these three steps, including
Interpretation  Algorithms (1As), Elaboration Algorithms
(EAs), and Response Algorithms (RAs). For details of these
reasoning algorithms, please see our previous papers [2, 10].
This section focuses on those reasoning algorithms related to
handling the vagueness problem.

The EAs are designed and implemented as a depth-first
recursive process. Detailed EAs related to how to handle the
vagueness problem at different situations are designed by
following the human-human communication principles. For
example, a human communicator usually tries to understand
the meaning of a vague spatial concept based on context
information available from the existing communication
context and/or inferred context information if the required
context information is not available from communication; if
the other communicator does not agree with the existing
inference on the vague spatial concept, the two communicators
can use collaborative dialogues to further clarify some context
information which is not clear and/or negotiate the meaning of
a vague spatial concept based on the existing inference.
Therefore, Dave_G is implemented as always selecting a
recipe like the one in Figure 1(a) to understand the meaning of
a vague spatial concept based on context information at first;
trying to share context information with the user or to ask for
context information from the user if its MSN on the vague
spatial concept is 4.1; trying to negotiate the meaning of the
vague spatial concept with the user if its MSN on it is 4.2.

III. HANDLING VAGUENESS IN HUMAN-GIS DIALOGUE

This section explains a sample collaborative dialogue
(Figure 2) between a human user and the conversational GIS,
Dave G. This dialogue example is used to illustrate how the
PlanGraph model can help the GIS agent to handle the
vagueness problem, in particular, the context-dependency sub-
problem.

The dialogue begins with an empty map on the screen
U: The user, Mary; G: The GIS agent, Dave G

Ul: Hi, Dave, I am Mary. 1 would like to see cities near City A.

G1: (Shows a map around City 4, including major roads and some
highlighted cities near City A) For a vacation plan by driving,
here are cities within 300 miles of City 4. Is this OK?

U2: No

G2: What is your goal by asking for this map?

U3: I am looking for a job in cities near City A.

G3: (Highlights fewer cities near City A) Here are cities within 150
miles of City A. Is this OK?

U4: Yes. Thanks.

Figure 2. Sample Collaborative Human-GIS Dialogue

After receiving the first user input, Ul, from the GIS
interface, the GIS agent analyzes the semantic meaning of the
input, and knows that the user’s intention underlying Ul is to
see a map, and the intention is represented by the action, See
Map. Then, it starts to interpret the input Ul by calling the IAs
from Reasoning Engine. The system initiates the PlanGraph
with the user’s intention, See Map, with MSN 0 (see Figure 3)
because it believes that it can help the user to see a map.

See Map ®
U
) 0
0,1,2,....,6 MSN @ Attention
Figure 3. [Initial PlanGraph
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By calling the EAs from Reasoning Engine, the system
tries to advance the focus action, See Map, in PlanGraph
toward its success. In this study, we assume that the system
and the user always agree with each other’s requests related to
GIS use and take them as part of their collaboration. Under
this assumption, the system updates its MSN on See Map from
0 to 1. Then, the system finds the recipe SeeMap! (see this
recipe in Figure 4) from its Knowledge Base for See Map and
extends it with the recipe SeeMapl. At the same time, and
updates its MSN on the focus action See Map from 1 to 3, and
initiates its MSN on each sub-action node as 0 (see Figure 4).
By following the recursive depth-first EAs, the system agent
moves its attention to the first child node, Show Map, of See
Map and elaborates the new focus node with its recipe
ShowMap1 (Figure 5)).

See Map X
U.G) 3

( SeeMap1 ,

Show Map Watch Map
G) )

0

Figure 4. Temporary PlanGraph

See Map
(U, G) 3

‘ SeeMapl , 0
o)

Show Map B |Watch Map

(G) )
‘ ShowMap1 , 0
0 0 Generate
@ Extent ] Map (G)

Figure 5. Temporary PlanGraph

Similarly, by following the recursive depth-first EAs, the
system moves its attention to the first child node, Layers, of
Show Map! and tries to instantiate this parameter by using the
action Instantiate Layer. It uses the recipe Select by Distance
(which corresponds to a GIS query command) of Instantiate
Layer to generate a layer value for Layers. The system
successfully identifies the target layer (that is, cities) and the
reference location (City A) from Ul for the two parameters,
Target and Refer, in this recipe, but needs to infer the Distance
parameter value from the vague spatial concept near with the
recipe Infer Near (see Figure 6).

As explained before, the three parameters, User, Goal and
Vehicle in Infer Near represent three major contextual factors
which influence the meaning of near, and we call these
parameters as context parameters. By following human
communication principles, to instantiate these context

parameters, the system needs to retrieve corresponding context
information from the existing PlanGraph (which represents
the system knowledge kept on the human-GIS communication
context) or infers the context behind the user’s spatial
information request, See Map. In this example, the current
PlanGraph contains the User information (from Ul), but does
not have Vehicle and Goal information. Therefore, the system
has to infer the context event, Travel, behind of the user’s map
request and its Goal event behind Travel and integrate them
with the existing PlanGraph. In the Travel context event (see
Figure 7), the system infers the Vehicle as car (because most
people living around Cizy 4 travel by car), the Routes as major
roads (whose information is then added to the map to be
shared with the user), the Start location as City A4, and the
Target is the spatial information that the user is asking for in
See Map. In addition, the system also infers the Goal of the
user’s traveling plan is to have a vacation (because the goal of
most users who ask for spatial information about cities is to
plan for a vacation). See the top part in Figure 7 for the
context event that the system has inferred.

Instantiate lyr |3

(©)]
(Select by Distance )
6 6 -
Target(_ Refer(  Dist. Spatl?g())uery 0
[ I R
---| Instantiate Dist. |3
©G)

Assign Near |0
G)

Actions are omitted due to space limitation
Figure 6. Temporary PlanGraph

After inferring the context event behind the user’s spatial
information request, the system comes back to execute the
plan Infer Near. It instantiates the context parameters by
retrieving context information from the updated PlanGraph,
and assigns near as 300 miles through executing the action
Assign Near. By executing Spatial Query, the system calls the
GIS component to generate a GIS layer showing all cities
within 300 miles of Cizy 4. At this time, the two context
parameters, Goal and Vehicle, are estimated by the system.
Therefore, the system’s MSN on the action Assign Near,
Instantiate Distance and the parameter Distance are updated
as 4.1.

By following the recursive depth-first EAs, the system
moves its attention to the second parameter, Extent, in the plan
ShowMapl, and estimates its value as the extent of the new
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layer generated by the GIS component. Then, it moves its
attention to the action Generate Map. By calling the GIS
component to generate a map response based on the Layers
parameter values instantiated so far and an estimated map
Extent, the system generates a map response and a text
response in G1 through executing Generate Map.

Vacation 4.0
L)

I

Travel 4.0 Visit |0
) )

Move [0
U)

Figure 7. Temporary PlanGraph

Show Map is a communicative action assigned to be
performed by the system. So, the system calls the RAs from
Reasoning Engine, and decides to send out all responses in
Gl. By assuming that the user usually can successfully
execute the action Watch Map, the system moves its attention
on the common goal between the system and the user, See
Map, and looks forward to the user’s comment on the
collaboration result—the map. At this moment, because the
parameter value of Distance contains vagueness, this node’s
parent nodes and the other nodes that use the vague distance
value all contain certain vagueness. Therefore, the MSNs on
these codes are all updated as 4.1. See the current PlanGraph
at this moment in Figure 8.

From the user’s negative reply in U2 on the map response in
G1, the system knows that it needs to improve its plan toward
their common goal, See Map. So, it updates the MSN on this
plan as 3 and traces all its sub-plans with vagueness (that is,
those with MSN 4.1). When the system traces back to the node
Instantiate Distance action and its children nodes, it knows
that it needs to get a better idea on the Goal information to
better infer the near distance because the MSN on Goal is 4.0.
Therefore, by following human communication principles, the
system uses collaborative dialogues to ask the user for such
context information in G2. The user’s reply in U3, / am
looking for jobs in City A, helps the system to update not only
the Goal parameter value, but also the background event
behind the spatial information request See Map. U3 is
interpreted as the context event action, Work with Job.
Therefore, the system replaces the previous root action,
Vacation, in the PlanGraph with the new context event action,
Work with Job. Then, the system retrieves the updated context

information from the updated PlanGraph to re-fill parameter
values for the context parameters with MSN 4.0. In this case,
they are Goal and Vehicle in the plan Infer Near (see Figure
8). The MSN on Goal is updated as 6 and that on Vehicle is
still 4.0 because there is no update on the vehicle information.
By re-executing the action, Assign Near, with updated
parameter values in the plan Infer Near, the system re-assigns
150 miles as the near distance. Consequently, it regenerates
another map response showing cities within 150 miles of City
A in G3. Finally, the system receives the user’s confirmation
in U4 on the new near distance shown in G3.
|
See Map &

(U, G) 4.1
SeeMap1
Show Map M.1  |Watch Map 4l
(&) L)
ShowMapl 4.1

7.1 4.0 | Generate Map
CDIECED I
4.1

Instantiate lyr

G)
Select by Distance
6 g 2 : 4.1
Target )Refer. (_ Dist. Spatial Query
| 4.1 @
Instantiate Dist.
(©)

Infer Near
4.1

Assign Near
| [ G)

Figure 8. Partial PlanGraph after G1

IV. CONCLUSION AND FUTURE WORK

In this paper, we present the agent-based computational
model, PlanGraph. It helps the conversational GIS to handle
the vagueness problem in human-GIS communication, in
particular, the context-dependency sub-problem. The
capabilities of this model are demonstrated by the performance
of a conversational GIS, Dave G, which incorporates this
model. This model can help the GIS to keep track of the
dynamic human-GIS communication context, which can
further help to constrain the system’s understanding of a vague
spatial concept involved in communication.

The performance of a natural language enabled GIS in
handling the vagueness problem depends highly on the
knowledge of actions and their recipes stored in the system’s
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knowledge base. Such knowledge in Dave G is pre-built as
static knowledge, which does not get updated along with
communication with the user. In the future, we will consider to
improve the system so that it can dynamically accumulate and
update its knowledge of actions and recipes in the Knowledge
Base. The system with dynamically accumulated and updated
knowledge would be able to handle the vagueness problem
more intelligently.
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Abstract—Recent research indicates that multimodal biometrics
is the way forward for a highly reliable adoption of biometric
identification systems in various applications, such as banks,
businesses, government and even home environments. However,
such systems would require large distributed datasets with
multiple computational realms spanning organisational
boundaries and individual privacies.

In this paper, we propose a novel approach and architecture
for multimodal biometrics that leverages the emerging grid
information services and harnesses the capabilities of neural
network as well. We describe how such a neuro-grid
architecture is modelled with the prime objective of overcoming
the barriers of biometric risks and privacy issues through
flexible and adaptable multimodal biometric fusion schemes. On
one hand, the model uses grid services to promote and simplify
the shared and distributed resource management of multimodal
biometrics, and on the other hand, it adopts a feed-forward
neural network to provide reliability and risk-based flexibility in
feature extraction and multimodal fusion, that are warranted for
different real-life applications. With individual autonomy,
scalability, risk-based deployment and interoperability serving
the backbone of the neuro-grid information service, our novel
architecture would deliver seamless and robust access to
geographically distributed biometric data centres that cater to
the current and future diverse multimodal requirements of
various day-to-day biometric transactions.

Keywords: Biometric Technologies, Transaction Risks, Multimodal
Biometrics, Grid Services, Data Grids, Neural Networks

I. INTRODUCTION

With the escalating increase in digital impersonation being
witnessed today, biometric identification becomes a highly
secure personal verification solution to the problem of identity
theft [1]. Since a biometric trait of a person (e.g. fingerprint,
hand geometry, signature, retina, voice, gait, etc.) has a strong
relationship to his or her identity, it confirms the person
making a transaction leading to satisfying the authentication,
authorisation and non-repudiation objectives of information
security. Hence, biometric verification is being increasingly
considered in a wide variety of everyday applications in
business, service and even home and schools [2]. However, in
order for biometrics to be successful, such advanced systems
should also be able to deal with privacy concerns,
performance problems and multiple trait issues [3].

Biometric technology needs to address the following critical
problems:

i) Permanence — Biometric data may be required to be
revoked and reissued due to security breach or changes
in the person’s features due to factors such as aging or
deformity [4].

Multiple Traits - Different biometric technologies are at
different stages of maturity [5] and there is no single trait
that could become the standard for all applications.
Multiple biometric enrolments for different situations
pose a major inconvenience to the users [6].

iii) Individual Privacy — User confidence in biometrics is
based on whether the system allows exchange of
biometric data with other databases that could lead to
function creep [7].

To solve the above said problems, multimodal biometric
systems, which consolidate information from a person’s
multiple biometric samples (e.g. fingerprints of the same
finger), multiple instances (e.g. fingerprints of different
fingers) and multiple traits (e.g. fingerprint and iris scan), are
becoming popular While there is a strong motivation for
multimodal biometrics, such systems would require advanced
biometric technology interfaces and policy framework that
caters to performance, security and privacy issues for a
successful adoption in everyday life [8]. Generally, the main
limitations of the present systems that use multimodal
biometrics are: a) fixed calibration that does not adapt to
different user / application / service requirements, b) lack of
interoperability among multiple distributed heterogeneous
environments, c¢) shared resources issues, and d) poor data
optimisation leading to low quality of service (QoS).

Grid information services, which provide scalability,
security and high-performance features to the distributed and
heterogeneous resources [9], offer promise to overcome the
aforesaid limitations of the current unimodal and multimodal
biometric systems. Hence, this paper aims to present a
biometric grid architecture that could launch an adaptive
multimodal biometrics effectively through the use of neural
networks for addressing security and privacy risks in real-life
applications. Such a neuro-grid architecture could compensate
the weakness of any biometric classifier by other stronger
biometric classifiers through the distributed grid service to
achieve accuracy and reliability of multimodalities in a
collaborative and flexible manner. In this way, biometric
systems could be tuned to meet the changing business and
user requirements. In other words, this paper explores the
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integration of two concepts, namely neural networks and grid
computing for an improved multimodal biometric system of
the future.

The rest of the paper is organized as follows. Section 2
presents a brief overview of the essential features of Grid
Information Services required for biometric transaction
processing. Section 3 describes how the complex fusion
scheme of multimodal biometrics could be enabled through
neural network fusion technique that uses a risk-based
classification of biometric transactions. In Section 4, we
propose risk-based neuro-grid architecture for multimodal
biometrics using a feed-forward neural network. Finally, in
Section 5, we provide conclusions and directions of future
work.

II. GRID INFORMATION SERVICES IN BIOMETRICS

A grid is a collection of distributed services launched in a
portal through which users or business applications interact
for their information processing services [9]. In this section,
we provide an overview of typical grid information services
(Fig. 1) that could cater to the needs of various biometric
users or applications. As depicted in Fig. 1, we describe
below, the main basic and advanced functions of grid
information services that are highly useful for processing
biometric transactions:

i) Basic functions — The basic features of discovery and
brokering, data sharing, monitoring and policy
controlling are essential for processing multiple
biometric classifiers in a distributed grid environment.

ii) Advanced functions — The advanced features associated
with security and resource management capabilities of
grid information services play a crucial role in achieving
accuracy and reliability of biometric transactions in a
distributed grid environment.

Web Portal

Resource

Facing Application or
Input Output Content Source
(RFIO) Ports

Basic Functions
Discovery / Brokering
Data Sharing
Monitoring
Policy Controlling

Advanced Functions
Security
Resource

Biometric User n

Fig. 1. Typical grid information services for biometric users

Discovery and Brokering: This functionality helps in the
discovery of biometric resources and brokering of
different biometric traits in the discovered resources.

Data Sharing: This feature allows access to very large
databases of biometric data and other personal
identification data in a distributed and shared fashion.
Other data services such as metadata cataloguing, data
caching, data replication, backup and storage services are
also essential aspects for biometric transactions.

Monitoring: The multimodal biometric processing is to be
monitored closely so that the matching measures are
computed successfully over large databases. A good
matching should avoid false positives and false negatives
and at the same time inter-operate on different types of
biometric traits with inherent noise.

Policy controlling: This feature controls the access
mechanisms for the biometric databases and the rules for
notification processes as well.

Security: Grid information services are capable of
providing the security controls for multiple distributed
infrastructures and the authentication, authorisation and
accounting mechanisms required for processing
biometric data. The capability of grid information
services with dynamic instantiation of new security
features and services becomes an advanced feature for
biometric applications.

Resource Management: This feature involves dynamic
scheduling, load balancing, workflow management, fault
tolerance and error recovery of biometric systems
transacting in distributed grid environments.

III. MULTIMODAL BIOMETRIC FUSION USING NEURAL
NETWORKS

Recent research studies indicate that privacy and security
risks are the prime factors for society to be slow in embracing
biometrics [7]. Hence, in order to reap the benefits of this
emerging technology as a highly secure personal verification
solution against information security threats, we need to
identify and address the possible privacy and security risks
that biometric transactions could pose within commercial as
well as non-commercial scenarios.  More importantly, a
classification of these transactions based on the risk levels,
such as , ‘Basic’, ‘Intermediate’ and ‘Advanced’ [10], would
aid in providing the necessary flexibility and adaptability that
Grid information services could leverage upon while matching
with each user’s multimodal biometric preferences.

A. Complexities of Multimodal Biometric Fusion

In multimodal biometrics of a multiple classifier system,
the fusion module chosen by the grid information service is
required to be based on a few associated criteria so that the
grid-based architecture could match the user-centric
preferences of the biometric traits with the business
transaction requirements towards addressing the privacy and
security risk issues. We identify the following criteria with
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which the grid information service could be modeled to adopt
the most appropriate fusion algorithm:

i) Level of system balance — The level of accuracy of
multiple biometric classifiers could vary among different
traits [11]. If all the classifiers to be included in the
fusion module are of high level of accuracy, then the
level of system balance is set to be high. Hence, the
level of system balance could be determined based on
the classifier accuracy levels and their differences.

ii) Degree of complexity — This is determined based on the
computational complexity of the fusion algorithm in the
matching process of multiple biometrics. There are
simple techniques such as the sum rule, decision tree,
plain averaging formula, etc. [12]. Some of the highly
complex techniques adopt trained rule base classifiers
that make use of Support Vector Machines (SVM),
neural networks, Bayes / radial basis network, etc [13].

iii) Level of privacy / security risk — Biometric transactions
could be classified based on the risk levels associated,
such as, basic, medium or advanced. This gives an
indication to the grid information service the type of
biometric classifiers to be used for processing the
transaction. A holistic analysis of risk levels for
biometric authentication would be based on technology,
privacy, safety, performance and security issues that
surround biometrics in an integrated manner [14].

Many research studies have demonstrated that fusion is
more effective in the identification of an individual than single
classifiers [15]. However, if unbalanced classifiers are
combined, a highly complex fusion technique may take more
time to optimise and would eventually degrade the system
performance. Hence, for many simple transactions that fall
under basic risk level, the grid information system could make
use of unimodal biometrics. On the other hand, certain
financial transactions, even though assigned basic privacy risk
level, may require classifiers with high system balance as
preferred by the user and may involve complex fusion
techniques. In open-population applications such as airports,
simple sum fusion could be more effective, whereas in closed-
population applications such as office, user weighting fusion
methods could be more effective. Hence, the above three
inter-related criteria could be incorporated as privacy policy
rules for the grid information system to be flexible in adopting
the appropriate fusion technique for biometric authentication
based on the transaction scenario. To achieve this, we propose
the use of neural networks for the feature extraction step and
fusion technique adoption step that are required for processing
a biometric identification transaction. These steps are briefly
summarized next.

B. Neural Network-Based Feature Extraction

Overall, privacy and security risks could be identified with
biometrics during the very first interaction with the user,
namely, the enrolment process, when biometric data is
collected and stored as signatures or normalised as templates.
Neural network models that have been successfully adopted in
image analysis and pattern recognition [16] [17], could be

considered for biometric applications. We propose a Multi
Layer Perceptron (MLP) neural network that learns the same
biometric trait at the input and output neurons and provides a
characteristic through its hidden layer as a feature vector. The
main advantages of using a MLP neural network are
adaptability, noise tolerance and collective computability [18],
which are the main features required for multimodal
biometrics. The number of hidden layers may vary depending
upon the characteristics of the feature vectors and the synaptic
weights are determined to minimize error [19].

We provide an example MLP as a fingerprint feature
extractor in Fig. 2. Here, the features are extracted from
fingerprint images which are usually texture patterns. The
output obtained from the hidden layer of MLP will be taken as
fingerprint feature vectors. In general, the feature vector
obtained (hidden layer output) can be considered as a two
dimensional block of hidden node outputs, each hidden node
having N; outputs so that the total dimension of a feature is Nj,
by N;, where Nj, is the number of hidden nodes in the hidden
layer and N; is the number of inputs applied to the MLP. As
shown in Fig. 2, the example MLP given here learns the same
patterns with a single hidden layer in the feed-forward neural
network that provides the biometric feature vector. The MLP
with the same texture patterns at input and output could be
trained using a supervised learning algorithm. A compelling
advantage of this technique is that the training is quite fast and
provides consistency between the extracted features of the
same class [20]. This will help in the classification of
extracted features accurately and to adopt appropriate fusion
algorithm in the verification and application stages based on
the risks associated with the biometric transaction.

Input  Hidden Output
Layer Layer Layer

Fig. 2. Multi Layer Perceptron (MLP) as feature extractor

C. Neural Network-Based Multimodal Fusion Scheme

We propose a fusion scheme that is based on N-layer feed-
forward neural network. The number of inputs to the neural
network is equivalent to the number of biometric techniques
used and the output of the neural network is called the Fusion
Factor. The neural network decides the final fusion factor for
the combination of the N different biometric classifiers, where
MS; denotes the matching score of classifier i. Fig. 3 depicts
a typical N-layer feed-forward neuro-based multimodal fusion
approach.
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We illustrate a 2-layer feed-forward neural network with
two traits, namely fingerprint and iris for training bimodal
biometric fusion technique in Table 1. If the matching score
(MS) for the first classifier is MS; and the matching score for
the second classifier is MS, these two scores could be applied
to neural network as input and the resulting fusion factor is
indicated by F,in the first iteration. As illustrated in Table 1,
let the matching scores be 0.7 and 0.9 for two different
biometric traits (Case-I), and 0.8 and 0.7 (Case-1I) for another
instance of these traits. The neural network determines the
fusion factor for Case-I and Case-II as A and B respectively,
which are compared. For the illustrated dataset, we would
expect the fusion factor B to be less than A and the neural
network could discard B and consider another bimodal dataset
for the next training iteration. This way, the feed-forward
neural network gets trained with the prime objective of
minimising False Acceptance Rate (FAR) and False Rejection
Rate (FRR). Through the generation of fusion factors, the
expected threshold values of the three criteria, namely, level
of system balance, degree of complexity and risk levels are
determined for risk-based biometric transaction processing.

Matching of
Fingerprint
Features

1S-1

Final Fusion
Faclar

" Neural Networks
Matching of

Irig
Features

Matching of
Facial

Features

Fig. 3. Feed-forward neuro-based multimodal fusion technique

Table 1: Neuro-based training for multimodal fusion technique

Matching ~ Score | Matching Score

2:;:;8[”0 for Fingerprint | for Iris Technique E::;g: F1)
Technique (MS1) (MS2)

Case-I 0.7 0.9 A

Case-11 0.8 0.7 B (A>B)

IV.RISK-BASED BIOMETRIC NEURO-GRID ARCHITECTURE

We propose a grid architecture that uses a feed-forward
neural network for incorporating risk-based multimodal
biometric fusion schemes. It provides the flexibility at the
client services layer for both users and business transactions to
choose the suitable biometric modalities that are compatible
with the user-preferred and transaction-specific risk levels that
are assigned for different business applications. We present an
overview of the biometric neuro-grid architecture in Fig. 4,

which shows the major components involved. We describe
briefly the components that constitute our risk-based
biometric neuro-grid architecture from the top layer to the
bottom layer, with inputs of risk parameters and biometric
fusion parameters that would get processed from one layer to
the other using a feed-forward neural network.

A. Biometric Client Application Layer

This layer consists of a Web portal, which provides a user-
friendly and browser-based interface for the users and
businesses to make use of the Discovery and Brokering
features of grid services for finding the suitable biometric
resources for their biometric authentication transactions. It
allows different businesses, government and home
applications, such as, bank applications, e-passport services,
driver licence applications, e-shopping, and public services
(e.g., community, library and transport), to setup their
biometric requirements and neural network parameters, that
serve as inputs to the next level of grid service. This layer
also includes neuro-grid client for the users to determine their
biometric trait preferences for different applications based on
the risk levels associated with those biometric-enabled
transactions.  The portal uses such parameters to associate
biometric metadata with datasets that are utilized in the next
layer to determine their resource location for data retrieval and
publication.

B. High-level and Multimodal Biometric Services

In this second layer of the grid architecture, the high-level
grid service provides the -capabilities of reliable data
movement, cataloguing, metadata access, data subsetting and
aggregation.  Such high-level data features form the sub-
components that are based on the Open Grid Services
Architecture Data Access and Integration (OGSA-DAI) service,
which uses the Replica Location Service (RLS) to retrieve the
location information from the distributed RLS databases [21].
This layer provides the neuro-grid paradigm and simulation
services for mapping the inputs with metadata that is required
for processing the multimodal biometrics. The neuro-grid
paradigm and simulation services determine the archive data
rules and adaptive fusion rules that are required for training and
processing the feed-forward MLP in the next layer.

C. Neuro-Grid (Globus) Infrastructure

This layer provides remote, authenticated access to shared
data resources such as biometric data, risk-based and neuro-
based metadata through Meta Directory Services (MDS), and
other services such as RLS and transaction management
services. This is accomplished by the Grid Security
Infrastructure (GSI) for secure authentication. A shared data
access could be incorporated for integrating shared
authorisation service for both group-based and individual
access to datasets through GridFT [22]. Apart from enforcing
data encryption through GSI, reliability could also be
enhanced through the monitoring infrastructure through the
use of Globus Toolkit’s grid information services [23]. The
Grid Resource Allocation and Management (GRAM) sub-
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component provides the necessary service to communicate
between the multimodal biometric recognition module
provided by the feed-forward MLP and the grid services
modules to access and process biometric data.

Biometric Client Application Layer
Bank Passport ves Homne
Applications Applications Applications
Neuro-Grid Client (Privacy Security Risk User Preference Levels) )—

Weh Portal
Grid Information Service

High-Level and Multimodal Biometric Services

Discavery Data Risk Policy Resource
and Security
[ Brokering ][ Sharing Monitoring Controlling Management

[Neuru-gnd Paradigm Archive and Simulation Servmes]

Public
Senvices

Driver
Licence

Neuro-Grid (Globus) Infrastructure

Feed-forward
MLP

Neuro-grid Data Management Servers
Neural Neural
Remote Distributed Application Proxy Simuiaton Paradigm
Storage Database Servers Servers Server Archives

Fig. 4. Neuro-grid architecture for multimodal biometrics

D. Neuro-Grid Data Management Servers

This is the lower-most layer of the grid architecture
consisting of all the computational resources such as Web
servers, application servers, database servers, neural
simulation servers, neural paradigm archives and mass storage
systems including CPU, cache, buffers, etc. This lowest layer
provides scalable, dependable and secure access to the
distributed resources that is required for biometric applications
as grid computing maintains administrative autonomy and
allows system heterogeneity. The database servers are used to
store metadata, biometric features, privacy policy rules, etc.
The application servers are for running the Open Grid
Services Architecture (OGSA) applications or legacy
applications (non-OGSA) such as servlets running in Java
application server containers, neural network servers running
the training simulators, and the Web servers for hosting the
Internet portal services for the different biometric
applications. The neural simulation servers consist of the
MLP as biometric feature extractor and the feed-forward
neurons for the multimodal fusion adoption scheme. The
fusion adoption scheme determines the best of available

algorithms that are configured through machine learning and
training to suit each particular biometric-enabled business
transaction. Such training mechanisms have been successfully
adopted, especially in speech processing [24]. The training
paradigms in this context are preserved as archives of the
machine learning process for future references. In summary,
this layer provides all the necessary resources for executing
biometric transactions and to provide computational power to
users who make use of the Web grid services at the client-end
of the various biometric applications.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a novel risk-based grid
architecture that uses feed-forward neural network for
multimodal biometric fusion. The motivation of the proposed
architecture is to address the risk-based adoption issues
surrounding biometrics. While multimodal biometrics are
capable of overcoming the limitations posed by unimodal
biometrics, such as, permanence, multiple traits and individual
privacy, its success in adoption require information sharing
among large, heterogeneous and distributed multimodal data
centres. This warrants features such as, advanced biometric
data access, sophisticated multimodal fusion algorithms and
more importantly, an adaptive privacy policy framework, and
these form the main backbone of our proposed risk-based
neuro-grid architecture for multimodal biometrics.

Our proposed neuro-grid architecture takes advantage of
the recent evolution of OGSA’s GSI3 that provides an
improved security model, network services and other
information services through a Web portal. It provides the
optimal setting for the discovery, data sharing, monitoring and
managing multimodal biometric resources that are diverse,
large, dynamic and distributed among organisations. Further,
by combining with neural network capabilities, the proposed
architecture caters to three parameters such as multimodal
biometric system balance, degree of complexity of fusion
schemes and privacy / security risk levels that feed into the
training and adaptive rules of the policy framework. Since
such a feed-forward neural network combines the information
from different biometric modalities as preferred by the
individual user for specific biometric transactions and checks
the compatibility within the policy framework of each
application environment, it is aimed at providing the
necessary risk-based decisions for an improved diffusion of
multimodal biometrics.

Looking forward, there is much to be gained from neural
network and grid computing researchers, and this paper
provides motivation for such inter-disciplinary research with
applications in multimodal biometrics. With the increased
interest in neural network based multimodal biometric fusion,
an interesting topic for future research entails investigation of
different number of hidden layers in the feed-forward neural
network that could impact on the performance and accuracy of
fusion schemes. Another topic of future research is to explore
collaborative data sharing of multimodal biometrics among
different organisations to take advantage of the proposed
neuro-grid information service.
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Abstract—Meta-CASE systems simplify the creation of
CASE (Computer Aided System Engineering) systems. In this
paper, we present a meta-CASE system that provides a web-
based user interface and uses an object-relational database
system (ORDBMS) as its basis. The use of ORDBMSs allows us
to integrate different parts of the system and simplify the
creation of meta-CASE and CASE systems. ORDBMSs provide
powerful query mechanism. The proposed system allows
developers to use queries to evaluate and gradually improve
artifacts and calculate values of software measures. We illustrate
the use of the systems by using SimpleM modeling language and
discuss the use of SQL in the context of queries about artifacts.
We have created a prototype of the meta-CASE system by using
PostgreSQL™ ORDBMS and PHP scripting language.

I.  INTRODUCTION

Roost et al. [1] note that environments, in which enterprises
operate, change quickly and hence “information system
development (ISD) should be handled as a continuous holistic
process”. Therefore, users of CASE (Computer Aided System
Engineering) systems should be able to continuously adapt and
extend the existing CASE systems as well as create new
CASE systems to support such process in the context of
Model Driven Development. Open systems are systems that
must evolve at the hands of the users and hence must be
designed to support evolution [2]. Meta-CASE systems help
us to achieve the goal that CASE systems should be open
systems. Evolution of open systems must take place in a
distributed manner [2]. It means that “[u]users will be
distributed in space, in time, and across different conceptual
spaces” [2]. Web-based meta-CASE systems make it possible
to develop CASE systems in a distributed manner.

Information systems could also be open systems, in the
development of which their users should actively participate.
We need web-based CASE systems to facilitate this kind of
development approach. Delen et al. [3] write: “Second, there
is a need for a completely Web-based integrated modeling
environment for distributed collaborative users”.

Kyte [4] advocates a database centric approach to
development and writes that “when building a database
application, then the most important piece of software is the
database”. Meta-CASE and CASE systems are database
applications. They help us to manage data — specifications of
CASE tools and models of the real world, respectively. What
are the advantages of this kind of development approach?
Firstly, server database systems (DBMSs) are kind of virtual
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operating systems that can be deployed to many different
platforms and locations [4]. Secondly, DBMSs have many
built-in features and extensibility mechanisms that simplify
development and optimization of systems.

In [5], we introduced an initial version of a meta-CASE
system that uses an object-relational DBMS (ORDBMS) as its
basis and has a web-based user interface. The system allows
us to create web-based and database-based CASE systems. It
uses an ORDBMS, the database language of which conforms
more or less to SQL:2003 standard [6]. We call this kind of
DBMS and a database that has been created by using this
system, an ORDBMSgq, and an ORgq. database, respectively.
We denote a DBMS, the database language of which conforms
to SQL:1992 or earlier standards, as a RDBMSgq;..

In [5], we presented an initial proof-of-concept prototype of
the meta-CASE system that was created by using PostgreSQL
ORDBMSsqr [7] and PHP language. We use built-in features
and extensibility mechanism of the ORDBMSgq,, to simplify
the creation of meta-CASE and CASE systems and integrate
different parts of the system. We have extended and improved
the system since then. In [5], we used the concept model to
refer to the artifacts that can be created by using the CASE
systems. However, the meta-CASE system allows us to create
CASE systems for managing different kinds of artifacts —
models, patterns, plans etc. Hence, in this paper, we use the
more general concept artifact.

DBMSs provide powerful query mechanism. In an
ORDBMSsqr, we must use SQL database language to create
queries that can be executed based on artifacts. Existing
meta-CASE systems do not provide enough attention to this
kind of functionality. The main goal of the paper is to present
the query subsystem of the meta-CASE system and the CASE
systems that have been created by using this system. Queries
can be used to identify consistency and completeness
problems of artifacts, to find how well developers have
followed modeling guidelines, and to calculate values of
software measures. The query subsystem makes it possible to
continuously improve artifacts as well as to continuously
improve the queries that are used to improve the artifacts.

The rest of the paper is organized as follows. Firstly, we
describe related work about DBMSgqg -based software
engineering systems. Next, we explain the main principles of
the meta-CASE system and its associated CASE systems.
Thirdly, we describe the query subsystem of the meta-CASE
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system and CASE systems. We discuss some queries that one
can use to check artifacts. Finally, we draw conclusions and
point to the future work with the current topic.

II. RELATED WORK

Bernstein and Dayal [8] define repository as “[a]a shared
database of information about engineered artifacts”. It is
possible to use a DBMS as the basis of repository manager
that “provides services for modeling, retrieving, and managing
the objects in a repository” [8]. CASE and meta-CASE
systems record artifacts in a repository. Are there any
systems, the part of which is a repository and which use a
RDBMSgqr or an ORDBMSgq as their basis? Do these
systems allow users to construct and execute queries?

Rasmussen [9] describes different constraint checking
mechanisms in CASE tools. A possibility is to “[a]allow
everything initially, but let the model go through a validation
process, that will flush out any errors in the model” [9]. In
this case one can use queries to find problems in artifacts.
Dittrich et al. [10] acknowledge that database technology can
help the designers of software engineering systems in case of
querying and retrieval of artifacts and enforcement of integrity
and consistency of artifacts. Bernstein [11] writes about the
implementation of a software engineering system and
concludes: “Given technology trends, an object-relational
system is likely to be the best choice, but an XML database
system might also be suitable”.

In his previous work [12], one of the authors of this paper
proposes a web-based and database-based CASE system for
creating models according to the methodological framework
for the Enterprise Information System strategic analysis. The
system records data in an ORgq database. He proposes to use
22 queries to find consistency or completeness problems.

Gray and Ryan [13] present a CASE system that fulfils the
requirements of PARallel Software Engineering (PARSE)
project. The system uses the help of Oracle RDBMSgq.. The
authors [13] stress that advanced query mechanism of the
DBMS makes it easier to implement the CASE system. The
PARSE design rules are implemented as integrity constraints,
which are enforced by the DBMS.

Lutteroth [14] proposes AP1 platform for the development
of model-based CASE tools. Firebird RDBMSsq, forms the
core of the system. Many constraints, like referential integrity
are implemented as integrity constraints, which are enforced
by the DBMS. Lutteroth [14] notes that SQL makes it easy to
integrate AP1 with other platforms.

General Modeling Environment (GME) [15] stores data in
the Microsoft Repository [16] or in the files with a proprietary
binary file format. Microsoft Repository is an object-oriented
layer that encapsulates RDBMSgqs MS SQL Server or
MS Access. GME has a Constraint Manager subsystem, the
task of which is to enforce model constraints.

Lavazza and Agostini [17] propose UML Model
Measurement Tool that can be used to measure UML class
models and state models. The system uses the help of MySQL

RDBMSsqr. It reads data from XML Metadata Interchange
files and populates a database. Therefore, it is possible to use
SQL queries to calculate the values of software measures.

Sneed and Dombovari [18] present a system for recording
models that specify requirements and object-oriented
implementation of a stock broker trading system GEOS. The
system also records associations between the requirements and
implementation elements. It allows users to execute Ad Hoc
queries and to see the results of predefined queries.

There exist attempts to use Object Constraint Language
(OCL) to express queries about UML models. Some authors
like Akehurst and Bordbar [19] propose to use only OCL and
extend OCL, if necessary. On the other hand, Ritter and
Steiert [20] present an ORDBMSsqr. based repository of UML
models. The system allows users to express design guidelines
and goals as OCL expressions. The system is able to translate
these constraints to integrity constraints or queries that can be
used to check design goals on demand. Mahnke et al. [21]
present a system that is called SERUM (Software Engineering
Repositories using UML). This ORDBMSsq-based system
allows developers to build customized repository managers for
the different types of artifacts. The authors acknowledge that
it is reasonable to exploit benefits of DBMSs like the use of
queries. However, they do not discuss thoroughly the use of
queries in their proposed system.

In conclusion, the presented reviews of systems do not
discuss thoroughly query facilities or describe systems that
allow users to manage and use relatively small amount of
different types of artifacts or queries. Some of the authors
(like [17]) propose to use generic database administration /
management software to perform SQL queries about artifacts.

On the other hand, we have developed a system that can be
used to create systems for managing many different types of
artifacts. Its query subsystem allows developers to perform
various queries about artifacts. For instance, queries can be
used for finding completeness and consistency problems of
artifacts. We do not use an intermediate language (like OCL)
to express queries and generate SQL statements. We do not
use OCL due to its complexity and limitations. For instance,
OCL is not as expressive as relational calculus and cannot
compute all the recursive functions [22].

Current commercial file-based CASE systems provide also
limited support to model checking. For instance, CASE
system StarUML™ 5.0 [23] allows developers to use a set of
rules to verify models. CASE system Rational Rose™ 2003
[24] allows developers to check consistency of models. In
these systems one can extend the model checking by creating
procedural programs that read and check the models.

III. A WEB-BASED AND DATABASE-BASED META-CASE
SYSTEM

In this section, we shortly introduce a web-based and
database-based meta-CASE system. Both the meta-CASE
system and the CASE systems that are created by using the
meta-CASE system use an ORDBMSgq, as their basis. We
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have created a prototype of the system by using
PostgreSQL™ 8.0 ORDBMSgq. and PHP 5.0 language.

Fig. 1 presents the general architecture of the system. The
database allows us to integrate different parts of the system.
At the logical level the database consists of exactly one
metamodel base, exactly one query base, and zero or more
artifact bases. We implement the metamodel base and the
query base in a database as a single SQL schema, which is “a
persistent, named collection of descriptors” [6]. In addition,
each artifact base is implemented as a separate SQL schema.
We use different schemas to prevent possible name conflicts.

The meta-CASE system allows administrators to create
web-based CASE systems by using a web-based user
interface. Developers (end-users) use the CASE systems to
manage (create, read, update, and delete) artifacts. The
administrators and developers do not have to use Java Applets
or to install additional plug-ins to their computer to use the
system. Specifications of CASE systems (metamodels) as
well as artifacts, which have been created by using these
systems, are recorded in one ORgq. database. The
meta-CASE and CASE systems provide currently form-based
user interface.

Each CASE system, which is created by using our
meta-CASE system, allows developers to create artifacts by
using exactly one software language. The administrators of
each new CASE system have to specify the abstract syntax of
its underlying language by creating a metamodel. In addition,
administrators have to register settings of the user interface
and user identification of the CASE system as well as manage
queries. The system records the queries in the query base.
Developers can execute these queries based on artifacts.

Meta Object Facility (MOF) Specification [25] describes
four-layer metadata architecture. Fig. 2 characterizes the
proposed system in terms of MOF. A meta-metamodel
specifies the abstract syntax of a language for specifying new
metamodels. We implement the meta-metamodel layer as a
set of base tables (tables) that together form the metamodel
base. All these tables are in exactly one SQL schema.

The proposed system allows administrators to use exactly
one meta-metamodeling language to create metamodels. We
have tried to keep the language as simple as possible. In our
system administrators have to specify metamodels in terms of
objects and sub-objects. Therefore, the metamodel base
contains tables Object and Sub_object among others.

Our system records metamodels in the tables of the
metamodel base. In addition, each metamodel that is recorded
in the metamodel base has exactly one corresponding artifact
base, which is implemented as a separate SQL schema. If an
administrator defines a metamodel m, then the system creates
exactly one corresponding schema s in the database. If an
administrator defines a new object o that belongs to m, then
the system creates corresponding table 7 in s. If an
administrator defines a new sub-object so of o, then the
system creates corresponding column ¢ in #. The type of so
determines the type of ¢. If the sub-object is used to specify a
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relationship between o and o' (objects that both belong to m),
then the system also creates a foreign key constraint to c.

The use of an ORDBMSgq,, as the basis of the repository
means that other software systems can also use the data that
corresponds to M1-M3 layers. These systems can access the
repository directly through the interface of the ORDBMSgq; ..

In this paper, we use SimpleM modeling language [26] as
an example. The elements of this language are State,
StartState, and Event. Fig. 3 illustrates possible data in the
database, based on a CASE system for managing SimpleM
models. Part a) is a metamodel that is presented as a UML
class diagram. Part b) presents some true propositions about
the metamodel that are recorded in the metamodel base. Part
c) presents a fragment of a SimpleM model. Part d) illustrates
how this fragment is recorded in the artifact base that is
created based on the metamodel of SimpleM.

The proposed system has some similarities to the API
platform [14] and the SERUM system [21]. What are its main

differences and advantages?

Our system is completely

web-based and does not require the installation of plug-ins to
the computers of their users. AP1 provides a generic editor,
which is an integrated development environment that a user
must install to his/her computer. The SERUM system is used
to generate repository managers, but not the systems that
end-users can use to access the repositories.

Determines the
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Query
administration
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structure of] Meta-metamodel
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application
Artifact
base

v
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Fig. 1. Architecture of the meta-CASE system.
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Metamodel: SimpleM

Object sysg_Artifact with type  yp oot Eyent with type relationship

Sub_object sysg_artifact_id that
refers to object sysg_Artifact
Sub_object origin that refers

to object State

Sub_object destination that refers
to object State

main
Sub_object name with
type varchar

Object State with type main
'Sub_object name with type
varchar
Sub_object is_start_state
with type Boolean
Sub_object sysg_artifact_id that
refers to object sysg_Artifact

a) b) Data in the metamodel base

sysg_Artifact Underlined column name

sysg attifact id[ name | means that this column
belongs o heprimary key

Event
W event_id origin ination | sysg_artifact_id
3 1 2 3

- 3 2 3 3
Created Submitted
State
state_id name is_start_state | sysg_artifact_id
1 Start TRUE 3
2 Created FALSE 3
c) d) 3 Submitted | FALSE 3

Data in an artifact base

Fig. 3. An example of data in the metamodel base and in the artifact base of
SimpleM models.

Our system records specifications of the user interface of
the CASE systems in the metamodel base. If an administrator
ad makes changes in the specification, then the result will be
visible to developers after ad commits the changes. It
simplifies the propagation of changes to the potential users
(developers). AP1 records configuration information of the
generic editor in its repository. In addition, the repository
contains components of the generic editor. The system is able
to replace the components in the client computer with newer
components by using a process called hot-deployment.

Our proposed system contains the query subsystem. On the
other hand, Lutteroth [14] and Mahnke et al. [21] do not pay
thorough attention to the use of queries in their systems. They
do not explain clearly how they intend to check the
completeness and consistency of models. Our system allows
developers to use queries to check artifacts. Therefore,
developers can initially create artifacts that violate one or
more constraint or guideline. However, at any moment they
can execute one or more queries to find the possible problems
and start to make gradual improvements in the artifacts.

IV. QUERY SUBSYSTEM

Administrators have to use the query subsystem of the
meta-CASE system to create queries that help developers to
understand and improve artifacts. The queries (SQL SELECT
statements) will be recorded in the query base, together with
their metadata, and executed based on artifacts that are
recorded in an artifact base. Simple and consistent syntax of
a database language makes it easier to construct such queries
and hence makes this kind of system more useful.

It is possible to create queries for different purposes.

1) Queries that allow us to find violations of constraints that
give information about the semantics of the underlying
metamodel of a CASE system. These violations could be
related to consistency or completeness of artifacts.

2) Queries for searching violations of design guidelines.
Ritter and Steiert [20] distinguish global design guidelines,
temporary design guidelines, and process-related design rules.

3) Queries for calculating values of software measures.

4) General queries that we cannot classify to any of the
previous category.

In case of /) and 2), we can differentiate between queries
that return a Boolean value (whether or not an artifact satisfies
a constraint/guideline) and queries that allow us to find artifact
elements that are incorrect in terms of a constraint/guideline.

Queries can have different scope.

1) Queries, the results of which will be found based on
exactly one artifact.

2) Queries, the results of which will be found based on all
the artifacts that are in one artifact base.

The expected results of queries have different #ypes.

1) Queries, the results of which are scalar values (for
instance, with type Boolean). More precisely, the results are
tables with one column and zero or one row.

2) Queries, the results of which are tables where there are
one or more columns and zero or more rows.

All the queries that can be used in our system have to be
written by using the SQL dialect of the underlying DBMS
(PostgreSQL™ in this case). If an administrator wants to
check the syntax of a query, then the system tries to execute
the query and reports whether it was successful or not. The
system allows administrators to save and check only SELECT
statements. The statements cannot contain reserved words
like INSERT, UPDATE or DELETE that are not delimited
(not between ""). It is needed to prevent SQL injection attacks.

In Table I, we present examples of queries, the purpose of
which is a completeness check, the scope of which is one
artifact, and the expected result of which is a scalar value.
#A4# is a placeholder. If a developer selects an artifact af and
executes the query, then the system replaces the placeholder
with the identifier of af before executing the query.

All the queries in Table I are Boolean queries. For each
Boolean query that is recorded in the system, an administrator
has to specify the expected result (value TRUE or FALSE).

TABLEI
QUERIES THAT ALLOW DEVELOPERS TO DETECT PROBLEMS OF SIMPLEM
MODELS

Expected

ID Query value

SELECT public.is_empty ('SELECT S.state_id

1 FROM State S, Event E WHERE S.state_id =
E.destination AND S.sysg_artifact_id = #A# AND
S.is_start state = TRUE') AS result;

TRUE

SELECT (SELECT Count(*) FROM State WHERE
2 sysg_artifact_id =#A# AND is_start_state = TRUE)
=1 AS result;

TRUE

SELECT public.is_empty (‘'SELECT * FROM Event
3 WHERE sysg_artifact_id = #A# AND
origin = destination') AS result;

TRUE

SELECT public.is_empty ('SELECT S.state_id
4 FROM State S, Event E WHERE S.state_id =
E.origin AND S.sysg artifact id = #A# AND
S.is_start_state = TRUE') AS result;

FALSE
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If the query result is equal to the expected value, then af
conforms to the constraint/guideline that is expressed in terms
of this query, otherwise it does not conform.

Serrano [26] presents a set of constraints that give
information about the semantics of SimpleM. “The StartState
can only be connected to States by outgoing Events” [26].
The query is in Table I (ID=1). is_empty is a user-defined
function that has one parameter, the expected value of which
is a SELECT statement s. The function is in schema public.
The function was created to simplify the creation of queries.
It returns TRUE if the result of s contains zero rows. It returns
FALSE if the result of s contains more than zero rows.

As you can see, the table names in the query statements are
unqualified names. If a user executes a query that is
associated with a metamodel m, then the system modifies the
schema search path to ensure that the result will be found
based on tables that are in the schema that corresponds to m.

“In a diagram there must be one and only one StartState”
[26]. The query is in Table I (ID=2). In our case the diagram
corresponds to the object sysg artifact. In case of each
metamodel in the metamodel base, the system automatically
creates object sysg_artifact with sub-object name (“sysg_” like
system generated). This object is necessary because it allows
developers to create different artifacts, which are all recorded
in the same artifact base and have the same metamodel. The
system also automatically ensures that the tables in each
artifact base (except classifier tables) contain identifiers of
artifacts. It simplifies the creation of queries about a single
artifact — the queries must perform the restriction operation
based on column sysg_artifact id (see Table I).

“Loop Events, i.e. Events that connect a State to itself, are
not allowed” [26]. The query is in Table I (ID=3). “The
minimum diagram is composed by a StartState connected to a
State by an outgoing Event” [26]. Query 4 in Table I allows
us to find whether a SimpleM model contains a StartState
connected to a State by an outgoing Event.

Developers can also use queries to find elements of artifacts
that have problems. For each possible problem, an
administrator can create one or more queries, the scope of
which is one artifact and the expected value of which is a
table. For instance, the following query finds the names of the
states that have associated loop events.

SELECT DISTINCT O.name AS result FROM Event E,
State O WHERE E.origin = O.state_id AND
E.sysg_artifact id = #A# AND E.origin = E.destination;

Choinzon and Ueda [27] present a set of software design
measures together with their thresholds of undesirable value.
Our system supports the use of measure defect queries that
allow developers to determine design defects based on the
values of measures. For each such query ¢ there are one or
more non-overlapping ranges of scalar values that have the
same type as the expected results of ¢. Let us assume that one
of the ranges that are associated with ¢ is v/—vn. Let us also
assume that if ¢ is executed in case of an artifact af; then the

result is a scalar value v. If the expression (v>v1 AND v<vn)
evaluates to TRUE, then af can be characterized by using the
assessment that is associated with v/—-vn. For instance, one
could specify that each SimpleM model must ideally contain
between 4 and 15 States. One could define the measure defect
query amount of states that has associated ranges <4 “too
few”, 4-15 “reasonable amount”, and >15 “too many”.

SELECT Count(*) AS result FROM State WHERE
sysg_artifact_id = #A#;

Administrators can construct fests based on Boolean queries
and measure defect queries. The scope of the queries that
belong to a test must be one artifact. Developers can execute
these tests in order to evaluate artifacts. Let us assume that a
test ¢ contains queries ¢/,..., gn. Each query in a test is a
subtest of this test. For each query that belongs to ¢,
administrators have to define a set of acceptable values. If a
developer executes ¢ in case of an artifact, then ¢ fails if at least
one query that belongs to # returns a value that does not belong
to the set of acceptable values of this query.

The following query is an example of a query, the answer of
which will be found based on all the artifacts that are recorded
in an artifact base. It allows developers to find the average
amount of states in different artifacts that are recorded in the
artifact base of SimpleM models.

SELECT Avg(amt) AS result FROM (SELECT Count(*) AS
amt FROM State GROUP BY sysg_artifact _id) AS foo;

The following general query, the scope of which is one
artifact, is used to find states that do not have outgoing events.

SELECT name FROM State S WHERE sysg_artifact id=#A#
AND state_id NOT IN (SELECT origin FROM Event
WHERE sysg_artifact id=#A# AND origin IS NOT NULL);

Part 1 of Fig. 4 presents SimpleM model Order2 that
violates some constraints. This model contains a loop event
and the start state is the destination of one of the events.

A developer has to select queries based on their purpose. In
addition, he/she has to select an artifact. Part 2 of Fig. 4
presents the result of executing the queries 1-4 from Table I
based on Order2. A developer can execute all these queries
together because their expected results are scalar (Boolean)
values. For each selected query the system presents the name
of the query and its result. If the result is the same as the
expected result of the query, then the system displays message
“correct”. Otherwise it shows message “incorrect”. Part 3 of
Fig. 4 presents the result of executing a test based on Order2.
The test contains queries that are presented in Table 1. It also
contains measure defect query amount of states. We defined
that in the context of this test the acceptable amount of states
in an artifact is between 3 and 15 (endpoints included).
Hence, the model is correct in terms of this subtest. The test
in general failed because its two subtests failed.
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Created - Submitted

2)  Artifact: | Orderz 'I

Query name: | SELECT ALLQUERIES  +|

Executes all queries

Description:
Execute
—Results
Cuery name Result
18 one start state cotrect
start state outgoing events ificorrect
minimum diagram correct
loop event incorrect
3) ~Results
Test has failed! The of failed subtests is 2!
Query name Result
is one start state correct
start state outgeing events ncerrect
minimum diagram correct
loop event mcorrect
amount of states cotrect

Fig. 4. Execution of queries and tests in a CASE system that is created by
using the proposed meta-CASE system.

V. CONCLUSIONS

In this paper, we presented a database-based and web-based
meta-CASE system that can be used to create database-based
and web-based CASE systems. If someone specifies a new
CASE system, then the system generates a database schema
and tables based on the specification. The query subsystem
allows administrators to continuously define SQL queries
about artifacts and create tests based on the queries. The
system allows developers to execute the queries and tests and
hence to gradually improve the quality of artifacts. It is a
functionality that is not well supported in current CASE
systems, but is needed to produce high quality artifacts.

Future work should include formal and empirical evaluation
of the system. We must extend the functionality of the CASE
systems to support the versioning of artifacts and the
generation of new artifacts based on existing artifacts.

This research was supported by the Estonian Doctoral
School in Information and Communication Technology.
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Abstract- This paper presents further development of
intelligent multi-agent based e-health care system for people with
movement disabilities. The research results present further
development of multi-layered model of this system with
integration of fuzzy neural control of speed of two wheelchair type
robots working in real time by providing movement support for
disabled individuals. An approach of filtering of skin conductance
(SC) signals using Nadaraya-Watson kernel regression smoothing
for emotion recognition of disabled individuals is described and
implemented in the system by R software tool. The unsupervised
clustering by self organizing maps (SOM) of data sample of
physiological parameters extracted from SC signals was proposed
in order to reduce teacher noise as well as to increase of speed and
accuracy of learning process of multi-layer perceptron (MLP)
training.

Keywords- multiple agent system control, bio-robots, distributed
information systems, knowledge representation techniques, fuzzy
logic, neural networks

I.  INTRODUCTION

The developing process of intelligent systems with adaptive
e-services is very complex and important problem, especially if
the systems are aimed to provide user-friendly e-health and e-
social care for people with movement disabilities. Such
systems usually include different intellectual components for
control and monitoring of sensors by supporting multi-agent
activities and, in accordance to the recognition of certain
situations, integrate the possibilities to affect and control the
devices of disable persons [2, 5]. Being able both to provide an
intelligent accident preventive robot-based support for people
with movement disabilities and to include affect sensing in
Human Computer Interaction (HCI), such system should
depend upon the possibility of extracting emotions without
interrupting the user during HCI [1, 3, 4, and 10]. Emotion is a
mind-body phenomenon accessible at different levels of
observation (social, psychological, cerebral and physiological).
The model of an intelligent multi-agent based e-health care
system for people with movement disabilities is recently
proposed by [2]. The continuous physiological activity of
disabled person is being made accessible by use of intelligent
agent-based bio-sensors coupled with computers. The aim of
this research is to integrate different knowledge representation
techniques for further development of the reinforcement
framework of interaction of intelligent remote bio robots. This
framework incorporates multiple cooperative agents’ whose
activities are aimed at recognition and prediction of emotional
situation of disabled persons (see Fig.l and 2). The research

results present further development of the concept model of
physiological parameters recognition to transform exploratory
analogue signal into parameters to be used by embedded
intelligent control system. This system is based on intelligent
fuzzy neural control of two wheelchair type robots working in
real time and providing movement support for disabled
individuals. The method of clustering emotional states using
self organizing maps (SOM) for skin conductance (SC)
parameters was proposed to reduce noise to classify data by
SOM for training of multi-layer perceptron (MLP). The
selected SC parameters include: a) latency, b) rise time, c)
amplitude, and d) half recovery time (see Fig.5 a).

It includes two adaptive moving wheelchair-type robots
which are remotely communicating with two wearable
human’s affect sensing bio-robots. To capture towards e-social
and e-health care context relevant episodes based on humans
affect stages [13], the context aware sensors are incorporated
into the design of the Human’s Affect Sensing Bio Robot-x
(HASBR-x) for every disabled individual, and information
based on these episodes is used by local Intelligent Decision
Making Agent-x (IDMA-x) for control of every intelligent
support providing robot. Those values are used by proposed in
[5] NN Learning Agent on Fig.2b for learning of Artificial NN
on Fig.2a. The output of the Artificial NN generates percentage
value of pulse width change APW (k) to describing how much
pulse width value PW(k) of the real motor speed control value
should be changed at the moment &k and generated in real time
by the ATmega32 microcontroller to perform online calculating
of

Pw (k)= PW (k —1)+ APW (k). (1)

The amplified signals are digitized and recorded to Firebird
database by ATmega Oscilloscope [4] to be used for emotion
recognition.
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Fig.1. The reinforcement framework of an intelligent remote bio robots
interaction based on distributed information systems by [2].

Personal
Information
Database

63

T. Sobh, K. Elleithy (eds.), Innovations in Computing Sciences and Software Engineering,
DOI 10:1007/978-90-481-9112-3 11}3© Springer Science+Business Media B.V. 2010

www.manaraa.



64 DRUNGILASET AL.

NN
Learning
Agent
NN
Lenrning
DB

ARTIFI-
CIAL
NN

Tk r
ATMEGA32
Microcontroller
Maotor Speed FNNC
Control

a) b)

= Sensor
N\l ——2—] system

RS232
Interface

Robot contrgl yent

Pk

Exploratory

Ptmega Oscilloscope|

) J L
TG+ i

R application Firebird Intelligent
for data dalabase control system
mining

<)

Fig.2. Multi-agent based adaptive robot motor speed control system: a)
Modified agent based adaptive FNNC-type DC motor speed controller by [6],
b) Agent-based NN learning system [5], and c) Intelligent instrumentation of

physiological parameters recognition system.

The R software tool is connected to Firebird database, and
it was used in order to extract specified information from
collected data. R tool is used for data filtering and
physiological parameters mining. The extracted information as
a result is recorded to Firebird database to be used by Human
arousal recognition agents HARA-1 and HARA-2 of Fig.1. The
connection between R tool and Firebird database is
implemented by Open Database Connectivity (ODBC)
interface by using sg/* commands to read, save, copy and
manipulate data between data frames and sq/ tables [8].

1. AN INTELLIGENT ROBOT MOTION CONTROL
SUBSYSTEM

A simplified architecture of the neural-fuzzy controller [6] is
presented on Fig.3. The layer 1 in Fig.3 represents inputs X=e (k)
and Y=Ae (k) to the fuzzy neural controller, the speed error e (k)
and the change in speed error e (k) =e (k)—e (k-1), respectively.
The layer 2 consists of 7 input membership nodes with four
membership functions, 41, 42, A3, and A4, for input X and three
membership functions, Bl, B2, and B3, for input Y [6], the
membership value specifying the degree to which an input value
belongs to a fuzzy set is determined in this layer. The triangular
membership function is chosen for the change in motor speed
error de(k) to define the corner coordinates aj, b; and ¢; of the
triangle. The weights between input and membership level are
assumed to be unity. The output of neuron j = 1, 2, 3, and 4 for
input i =1 and j = 1, 2, and 3 for input / = 2 in the second layer
can be obtained as follows:

X, —a, forpositiveslopeof triangle,
" when X, 2a, and X,<b, 1 @

; fornegativeslopeof triangle,
" whenX, 2b, and X, <c,

where a; , b; , and ¢; are the corners of the ™ triangle type
membership function in layer 2 and X; is the i input variable
to the node of layer 2, which could be either the value of the
error or the change in error. The layer 1 in Fig.3 represents
inputs X = e(k) and Y=Ae(k) to the fuzzy neural controller, the
speed error e(k) and the change in speed error de(k)=e(k)—e(k—
1), respectively. The layer 2 consists of 7 input membership
nodes with four membership functions, 41, 42, A3, and A4, for
input X and three membership functions, B/, B2, and B3, for
input Y, as shown in Fig.3. The weights between input and
membership level are assumed to be unity. Each node in Rule
layer 3 of Fig.3 multiplies the incoming signal and outputs the
result of the product representing one fuzzy control rule. It
takes two inputs, one from nodes 4/-A4 and the other from
nodes B/-B3 of layer 2. Nodes 4/-A4 defines the membership
values for the motor speed error and nodes B/—B3 define the
membership values for the change in speed error. Accordingly,
there are 12 nodes in layer 3 to form a fuzzy rule base for two
input variables, with four linguistic variables for the input
motor speed error e(k) and three linguistic variables for the
input change in motor speed change error Ade(k). The
input/output links of layer 3 define the preconditions and the
outcome of the rule nodes, respectively. The outcome is the
strength applied to the evaluation of the effect defined for each
particular rule. The output of neuron & in layer 3 is obtained
asQ; =TI, w},y*, where yi represents the /" input to the node

of layer 3 and wjk is assumed to be unity. Neurons in the

output membership layer 4 represent fuzzy sets used in the
consequent fuzzy rules. An output membership neuron receives
inputs from corresponding fuzzy rule neurons and combines
them by wusing the fuzzy operation union. This was
implemented by the maximum function. The layer 4 acts upon
the output of layer 3 multiplied by the connecting weights.
These link weights represent the output action of the rule nodes
evaluated by layer 3, and the output is given 0 = max(0; e

where the count of & depends on the links from layer 3 to the
particular m™ output in layer 4 and the link weight wy, is the
output action of the m" output associated with the £ rule. This
level is essential in ensuring the system’s stability and allowing
a smooth control action. Layer 5 is the output layer and acts as
a defuzzifier. The single node in this layer takes the output
fuzzy sets clipped by the respective integrated firing strengths
and combines them into a single fuzzy set. The output of the
neuro-fuzzy system is crisp, and thus a combined output fuzzy
set must be defuzzified. The sum-product composition method
was used. It calculates the crisp output as the weighted average
of the cancroids of all output membership functions as

0 =[S lotac, 1)) [[Tome.).  ©

m

where ac,, and bc,, for m = 1, 2, .., and 5 are the centres and
widths of the output fuzzy sets, respectively. The values for the
bc,,’s were chosen to be unity. This scaled output corresponds
to the control signal (percent duty cycle) to be applied to
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maintain the motor speed at a constant value. The only weights
that are trained are those between layers 3 and layer 4 of Fig.3.
The back-propagation network is used to train the weights of
this layer. The weights of the neural network were trained
offline by using an open source type R programming
environment before they were used in the online real time
experimental by applying the modified learning algorithm from
[6]: Step (1): Calculate the error for the change in the control
signal (duty cycle) for ATmega32-based microcontroller
asfE, =T, —0., where E,, T,, and 005 are the output error, the

target control signal, and the actual control signal; Step (2):
Calculate the error gradient

where ac; for i = 1...5 are the centres of the output fuzzy sets
and Oj is the firing strength from node j in layer 4; Step (3):

Calculate the weight correction Aw,, = 775,"0]3_ to increasing the
learning rate. Here Sejnowski-Rosenberg updating mechanism
was used, which takes into account the effect of past weight,
changes on the current direction of the movement in the weight
space. This is given by

Aw,, () =1(1-a)8, 0 +arw,, (1 -1), )

where a is a smoothing coefficient in the range of 0...1,0, and
n is the learning rate. Step (4): Update the weights

ka(t + ]) = ka(t) + Aka(t),

(6)

Layer 5
Defuzzification

Layar 1
Input nodes.

K=wik)
Fig.3. Architecture of the neural-fuzzy controller by [6] for DC motor speed
control of wheelchair type robot

Y=Ae(k)

where ¢ is the iteration number. The weights linking the rule
layer (layer 3) and the output membership layer (layer 4) are
trained to capture the system dynamics and therefore minimize
the ripples around the operating point.

III. HUMAN COMPUTER INTERACTIONS IN THE SYSTEM

A.  Emotion Recognition and Data Mining Subsystem

The concept model of the main processes in the system of
physiological parameters recognition is shown in Fig.4. The
main purpose of physiological parameters recognition
subsystem is to transform exploratory analog signal into
physiological parameters so that they could be used by any
intelligent control system, to take patient monitoring and
caring.

B.  Smoothing Method

Kernel regression smoothing was used to remove noise
from recorded signals [7] by applying the Nadaraya—Watson
estimator

)= (ZK (x-x, )y,.j / [ZK (-x, )] : %)

where K(*) is a function satisfying J' K(u)du =1, which we call

the kernel, and / is a positive number, which is usually called
the bandwidth or window width [7]. We see the larger the
bandwidth — the smoother the result. By [8], the kernels are
scaled so that their quartiles (viewed as probability densities)
are at +/- (0.25*bandwidth).

C. Data Analysis

From stimulus point (when emotional change occurs), four
characteristics can be extracted from SC data: latency, rise
time, amplitude and half recovery time (see Fig.5a.).

The purpose is to transform these four parameters into
particular emotional state. In this case, we used eight discrete
emotional states by [10] shown in Fig.5b. The clustering was
done in order to make sure that the parameters classes of
different states differs enough that could be used in prediction.
As the errors could come from labeling the data points (teacher
noise) classifying data into somewhat similar clusters can lead
to noise reduction, and therefore, higher accuracy [11]. For
clustering, SOM, unsupervised self-learning algorithm, was
used, that discovers the natural association found in the data.
SOM combines an input layer with a competitive layer where

Exploratory's
analog signal

= hysiologicd’
) | parameters
= T

R oianae

nais reading >=
nanmg == rrom H
— -databaze-~" |

Data mining with R

-
Physiological parmmeterns 1or
intelligent control system

Fig.4. Concept model of physiological parameters recognition subsystem.
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Fig.5. a) SC characteristics by [9], and b) Emotional states by [10].
the units compete with one another for the opportunity to
respond to the input data. The winner unit represents the
category for the input pattern. Similarities among the data are
mapped into closeness of relationship on the competitive layer
[12]. The SOM here defines a mapping from the input data
space R* onto a two-dimensional array of units. Each unit in
the array is associated with a parametric reference vector
weight of dimension four. Each input vector is compared with
the reference vector weight w; of each unit. The best match,
with the smallest Euclidean distance,
d;=[=w,| (8)
is defined as response, and the input is mapped onto this
location. Initially, all reference vector weights are assigned to
small random values and they are updated as

Aw, =0!,,(t)h,-(g,t)(xz_wj(t)), 9)

where a(?) is the learning rate at time 7 and /,(g, ?) is the
neighborhood function from winner unit neuron g to neuron »
at time 7. The kohonen R package was used to provide simple-
to-use functions such as som, xyf, bdk, and supersom to define
the mapping of the objects in the training set to the units of the
map [13].

In Fig.6a, we can see 10x10 SOM grids, where each unit
contains R’ weight vector that groups SC parameters by
similarities. The numbers represent training data classes, and
colors — different clusters after training. The SOM’s training
progress is shown in Fig.6b. The SOM’s units on competitive
layer are arranged by similarities i.e. by distance, so the
training is measured as mean distance to the closest unit.

The classification accuracy can be calculated by (10):

A A A A A M
Y r¥.v¥

(1

Y. %

A . y =

o .

PSP - -

i =

POy -

3

L i =

e

=

E
X A T T T T T T r
5 5 Y o W00 000 2000 4000 5000 6000

oration

Fig.6. a) Clustering sc puarameters by SOM, and b) Training progress of SOM.

A(h| X )=+ 10)

where A(x) is hypothesis of assigning x to appropriate class, 7' —

experts indicated class, N — classification sample. # (x')=r
is equal to 1, when x is classified as #, and is equal to 0
otherwise.

D. Prediction of SC Parameters Using MLP

Prediction of discrete emotional states can be done by using
multi-layer perceptron (MLP). As clustering data reduces
noise, we will use classified data by SOM for MLP training.
MLP was constructed by topology shown in Fig.7. It is feed
forward neural network containing two hidden layers. There
are four neurons in input layer for SC parameters and 8
neurons in output layer representing predictable states.
Adaptive gradient descend with momentum algorithm was
used to train MLP. The weights are updated as:

w,.i. (t)= w;. (e-1)+ Awi'/. ()

(11

BILO)+ Adw! (1)
awl(t-1) !

if

awl ()= -7(0)
, (12)

where w/ (¢) is the weight from node i of " layer to node j of
(I + 1)" layer at time 7, Aw ; (k) is the amount of change made

to the connection, }/(Z) is the self-adjustable learning rate, A

is the momentum factor, 0 < 4 < 1, and Ej is the criterion
function.

Minimizing the Es by adjusting the weights is the object of
training neural network. The criterion function Eg usually
consists of a fundamental part and an extended part. The
fundamental part is defined as a differentiable function of
relevant node outputs and parameters at appropriate time
instants. The extended part is a function of derivatives of node
output that is related to evaluation of criterion function.
Therefore, the part is related to some notions that cannot be
represented by the fundamental criterion, such as, smoothness,
robustness, and stability.

Here, the fundamental part is only considered as the

(13)

where S is the total number of training samples. The
learning rate y(;) is usually initialized as a small positive

value and it is able to be adjusted according to the following
information presented to the network:

}/(t)z{}/(t—l)~al,0<al <L Eg(1)2 Eg(e-1). (14)

Ht=1)-a,,a, >1, Eg(t)< Es(¢ 1)
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Fig.7. MLP topology.

It has to be noted that the weights only are substituted by
the new weights when Eg decreases. This measure can assure
the convergence of the neural network model. Repeat the
training process until Ey is either sufficiently low or zero [14].

IV. RESULTS AND DISCUSSION

A.  Smoothing of SC Signals

For the SC data filtering, R tool’s function ksmooth() was
used which implements the Nadaraya-Watson kernel
regression estimation [8]. As can be seen in Fig.8, this data
smoothing, with bandwidth=9, properly removes data noises
and allows to do further data analysis.

B.  Clustering of SC Parameters Using SOM

The clustering accuracy calculated by (10) is 75.00%. It
means that classes of parameters of different states differ
enough to make emotional state recognition. In order to know
which factor is most important for emotional state
classification, the clustering with SOM by each factor was
made and clustering accuracy was calculated. The clustering
accuracies by latency, rise time, amplitude, and half recovery
time were 44.70%, 52.27%, 52.27%, and 48.48% respectively.
So the rise time and amplitude correlates with emotional states
the most, and latency is least significant parameter for
emotional state recognition. However all four SC parameters
combined together give 22.73% higher accuracy (75.00%),
than the best clustering accuracy (52.27%) by separate SC
parameters. Fig.9 illustrates the influence of SC parameters on
each neuron, and it proves that the clustering of emotional
states by SOM, as shown in Fig.6a, could be made.

C. Prediction of Emotional States from SC Parameters Using
MLP
Several packages are provided in R software tool to
implement feed forward neural networks: AMORE, nnet,
neural and other. In this case, the AMORE package was used
as it provides the user with an unusual neural network
simulator.

0 6o
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Fig.8. SC signal filtering using Nadaraya-Watson kernel regression smoothing.

Fig.9. Influence of SC parameters on each neuron of the SOM

It is a highly flexible environment that should allow the
user to get direct access to the network parameters, providing
more control over the learning details and allowing the user to
customize the available functions in order to suit their needs.
The package is capable of training a multilayer feed forward
network according to both the adaptive and the batch versions
of the gradient descent with momentum back propagation
algorithm.

Thanks to the structure adopted, expanding the number of
available error criteria is as difficult as programming the
corresponding R costs functions [13]. For experiment, two
samples were used each containing training and testing data —
60% and 40% of all data sample respectively. First training
sample was made from SOM’s predicted data, second — from
data not processed by SOM. MLP training progress using
AMORE package is shown in Fig.10 for the first and the
second training samples — bold and thin lines respectively. As
we see, training is much faster for the first training sample. So
it was useful to preprocess training samples of MLP with SOM,
as MLP easier finds the pattern. Another good point of training
sample preprocessing with SOM is that MLP classification
accuracy increases by 2.27% from 47.73% to 50.00%.

D. Reasoning Algorithms Used by Human Arousal
Recognition Agents
Human Computer Interaction (HCI) in the system was
realized in providing of necessary e-health care support actions
for userl and user2 discovered in the Personal Information
Databases of Fig.1. To proposing of precisely controllable
social care aware movement actions by robot 1 and 2 for given
user with movement disabilities, a real-time Off-Policy Agent
Q-learning algorithm [15] was used:
O(s,a) — Qs,a)talr+tymax,O(s’,a’)-Os,a)l. - (15)
It was implemented by using multi-agent based human
computer interaction system, proposed in [2].

o 500 1000 1500 2000 2500 2000

heration

Fig.10. MLP training errors for different training samples
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The system was constructed by using Java—based JACK
agent oriented environment to laying-down an optimal path of
robot in assisting a disabled person for a given his/her arousal
context aware situation. This system permanently performs the
following scenario: obtains data such as current position of
robot and user‘s state information from intelligent robots; finds
decision for given situation; sends signals for appropriate
actions to objects of the system. Each time when new
intelligent robot logs into the system, two dynamic agents, the
Dispatcher and RCS (Remote Control System) are created. The
Dispatcher is responsible for TCP/IP-based communications
between logged robot and system. When Dispatcher gets new
message it creates an event NewMessage. The NewMessage
has capability IdentifyMessage to recognizing what data
obtained and where it was delivered. Then an event
NewCondition is created for an agent RCS that controls an
intelligent robot and sends data to the object which is found
necessary to be updated in a given context aware situation. By
using new data as well as saved person‘s e-health history data
obtained, one of 4 plans is performed. If plans BadCondition or
CriticalCondition are being selected each plan creates 3 new
events: GoToBed, AskHelp, and InformDoctor. If situation of
any individual in the system becomes critical a help message is
sent to both of intelligent robots of the system. By given
scenario, if such message is obtained a plan
InformationMessage of the agent Dispatcher is performed. It
then creates an event HelpFriend. If a necessity of providing
such a help is discovered the plan FinDirection obtains
coordinates where the disabled individual was being delivered,
and another robot is directed to this place for providing social
care aware help.

CONCLUSION

An approach is proposed in creating of an intelligent e-
health care environment by modelling of an adaptive multi-
agent-based e-health and e-social care system for people with
movement disabilities. Human’s Arousal Recognition Module
is described based on online recognition of human’s skin
conductance (SC parameters) by using embedded Atmega32
type microcontrollers. Multi-agent based online motion control
of two wheelchair-type robots is realized by real-time adaptive
Fuzzy Neural Network Control algorithm, integrated into
ATmega32 microcontroller. Human Computer Interaction in
the system is implemented within Java—based JACK agent
oriented environment and was used to provide necessary e-
health care support actions for users with some movement
disabilities. A real-time Off-Policy Agent Q-learning algorithm
was used to provide of precisely controllable movement
actions by social care robots for a given user with movement
disabilities. The dynamic multi-agent system is proposed to
realize permanent e-social care support actions for disabled by:
gathering data such as current position of robot and users state

information from intelligent robots; finding decisions for given
situation; sending signals to perform appropriate actions of the
objects in the system. An approach of SC signals filtering using
Nadaraya-Watson kernel regression smoothing is described
and implemented in the system using R software tool. The data
sample of physiological parameters extracted from SC signals
was preprocessed by SOM using unsupervised clustering in
order to reduce teacher noise and to achieve of higher
accuracy. It was shown that using data sample preprocessed
with SOM, the learning process in MLP training is much faster
than using not preprocessed data sample. The proposed
approach of data preprocessing also increases accuracy of MLP
based classification of human emotional states by 2.27%.
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Abstract- The Third Manifesto (TTM) presents the principles
of a relational database language that is free of deficiencies and
ambiguities of SQL. There are database management systems
that are created according to TTM. Developers need tools that
support the development of databases by using these database
management systems. UML is a widely used visual modeling
language. It provides built-in extension mechanism that makes it
possible to extend UML by creating profiles. In this paper, we
introduce a UML profile for designing databases that correspond
to the rules of TTM. We created the first version of the profile
by translating existing profiles of SQL database design. After
that, we extended and improved the profile. We implemented the
profile by using UML CASE system StarUML™. We present an
example of using the new profile. In addition, we describe
problems that occurred during the profile development.

I. INTRODUCTION

The concept “data model” is semantically overloaded. One
of its meanings is that it is an abstract programming language
that describes data structures, constraints, and operators that
can be used in many different databases. In this paper, we
denote the data model that is specified in The Third Manifesto
(TTM) [1] as ORtrv. TTM uses generic concepts variable,
value, type, and operator to define the relational data model.
According to TTM each database is a set of relational
variables (relvars). Users of a database perform operations to
assign new values (relations) to these variables and to derive
new values based on the values of relvars. Tutorial D is a
database language that has been created based on ORyry.

SQL is a well-known implementation of the relational data
model. The SQL-standard specifies both the data model and
its corresponding database language. In this paper, we denote
the underlying data model of SQL [2] as ORgqr.

UML is a widely used visual language for describing
requirements and design of systems [3]. It is possible to
extend UML in a lightweight manner by creating profiles (by
specializing the semantics of standard UML metamodel
elements) that consist of stereotypes (specific metaclasses),
tag definitions (standard metaattributes), and constraints [3].
UML is used in the context of Model Driven Architecture [4],
according to which it is possible to generate program code
based on UML models by wusing a sequence of
transformations. There exist extensions of UML that allow
developers to describe the design of ORsqr databases [5, 6, 7].
It is possible to generate SQL code based on these models.
There exist database management systems that are based on
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the principles of ORtry [8, 9]. However, currently there are
no specific modeling methods and tools for the development
of ORpry databases. If developers can use UML for
designing ORtry databases, then they can use existing UML
CASE systems and their existing knowledge of UML.

The first goal of the paper is to present a UML profile that
allows developers to design ORtmy databases by using a
visual modeling language. The second goal of the paper is to
discuss problems that occurred during the development of the
profile. The third goal is to present a metamodel of the
metamodel-based translation method [10], which was used to
create the first version of a UML ORtqy profile.

Each metamodel describes abstract syntax of a language.
In [10], we introduced a method for creating first versions of
UML profiles by using metamodel-based translation. We also
presented a partial UML ORrry profile as an example of the
use of the method. In this paper, we present a more complete
profile and discuss the problems that occurred during its
development. We also present a metamodel of the translation
method. This metamodel can be used as a basis to create a
system that assists the translation process.

The paper is organized as follows. Firstly, we present a
UML ORtpy profile. Secondly, we present a metamodel of
the method that was used to create the first version of the
profile. Thirdly, we explain the problems that occurred during
the development of the profile. Fourthly, we present an
example of using the profile. Finally, we conclude and point
to the future work with the current topic.

1. A UML ORypy PROFILE

We use a format, which is similar to the one used by Mora
et al. [11], to present the new profile. For each stereotype, we
present its name, base class (UML metamodel element, based
on which the stereotype is defined), a short informal
description, a list of constraints (in a natural language), and a
list of tag definitions that are associated with the stereotype.
We plan to use textual stereotype display and hence we do not
present special icons for the stereotypes.

For each fag definition, we present its name, the type of its
possible values, and a short informal description. One also
has to specify the maximum number of values that can be
associated with a tag definition in case of a model element
[11]. The maximum number is 1 in case of all the tag
definitions in the profile.
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A.  Stereotypes of Class

Name: User-defined scalar type

Base class: Class

Description: Classes of this stereotype represent scalar types
that have been created by users. A scalar type is a type with
no user-visible components. However, it has one or more
possible representations and these possible representations do
have user-visible components [13].

Constraints:

All attributes of a User-defined scalar type must be
Component.

A User-defined scalar type must have at least one
Component.

All operations of a User-defined scalar type must be Type
constraint.

Name: Tuple type

Base class: Class

Description: Classes of this stereotype represent tuple types,
which are nonscalar types that have user-visible, directly
accessible components [13]. Each tuple type has the form
TUPLE {H} where {H} is a heading.

Constraints: Tuple types cannot have operations.

All attributes of a Tuple type must have multiplicity 1.

Attributes of a Tuple type cannot have initial values.

Name: Relation type

Base class: Class

Description: Classes of this stereotype represent relation
types, which are nonscalar types that have user-visible,
directly accessible components [13]. Each relation type has
the form RELATION {H} where {H} is a heading.

Constraints: Relation types cannot have operations.

All attributes of a Relation type must have multiplicity 1.

Attributes of a Relation type cannot have initial values.

Name: Base relvar

Base class: Class

Description: Classes of this stereotype represent relational
variables that are not defined in terms of other relational
variables [14].

Constraints:

All attributes of a Base relvar must have multiplicity 1.

All operations of a Base relvar must be Candidate key or
Foreign key.

A Base relvar must have at least one Candidate key.

Tag definitions. Name: init_relational _expression

Type: UML::Datatypes::String

Description: “An expression denoting a relation” [14, p80].
It specifies the initial value of the base relvar and must have
the same type as the relvar.

Name: Snapshot
Base class: Class

Description: Classes of this stereotype represent relational
variables that are defined in terms of other relational variables
and have their own separately materialized copy of data [14].

Constraints:

All attributes of a Snapshot must have multiplicity 1.

All operations of a Snapshot must be Candidate key or
Foreign key.

A Snapshot must have at least one Candidate key.

Tag definitions. Name: relational expression

Type: UML::Datatypes::String

Description: “An expression denoting a relation” [14, p80].
A relation with heading {H} is a value that has the relation
type RELATION {H}.

Name: now_and_then

Type: UML::Datatypes::String

Description: Specifies when the snapshot is refreshed — its
current value is disregarded and the relational expression is
reevaluated to find the new current value of the snapshot [13].

Name: Virtual relvar

Base class: Class

Description: Classes of this stereotype represent relational
variables (relvars) that are defined in terms of other relvars but
have not their own separately materialized copy of data [13].

Constraints:

All attributes of a Virtual relvar must have multiplicity 1.

All operations of a Virtual relvar must be Candidate key or
Foreign key.

A Virtual relvar must have at least one Candidate key.

Tag definitions. Name: relational expression

Type: UML::Datatypes::String

Description: “An expression denoting a relation” [14, p80].

Name: Set of constraints

Base class: Class

Description: Classes of this stereotype represent collections
of integrity constraints in a database.

Constraints: A Set of constraints cannot have attributes.

All operations of a Set of constraints must be Relvar
constraint or Database constraint.

Name: Set of operators

Base class: Class

Description: Classes of this stereotype represent collections
of user-defined read-only and update operators in a database.

Constraints: A Set of operators cannot have attributes.

All operations of a Set of operators must be User-defined
read-only operator or User-defined update operator.

B. Stereotypes of Attribute
Name: Component
Base class: Attribute
Description:  These attributes represent user-visible
components of a possible representation of a scalar type [13].
Constraints: The multiplicity of a Component must be 1.
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Components of a User-defined scalar type cannot have
initial values.

Components can only be associated with User-defined
scalar types.

Tag definitions. Name: name_of possrep

Type: UML::Datatypes::String

Description: The name of a possible representation, the part
of which is the current component. Each scalar type has one
or more possible representations.

C. Stereotypes of Operation

Name: User-defined read-only operator

Base class: Operation

Description: Operations of this stereotype represent
user-defined operators that update no variables (except maybe
local to the implementation) but return a value [14].

Constraints: A User-defined read-only operator must have
exactly one parameter with ParameterDirectionKind = return.
All other parameters must have ParameterDirectionKind = in.
An operator must not have two or more parameters with the
same name.

Name: User-defined update operator

Base class: Operation

Description: Operations of this stereotype represent
user-defined operators that update at least one variable, which
is not local to the implementation, but return no value [14].

Constraints: All the parameters of a User-defined update
operator must have ParameterDirectionKind = in. An operator
must not have two or more parameters with the same name.

Tag definitions. Name: subject_to_update

Type: UML::Datatypes::String

Description: A comma-separated list of names of
parameters that are subject to update — the expected values of
each such parameter is the name of a variable that must get a
new value due to the invocation of the operator. The order of
the names in the list is unimportant.

Name: Candidate key

Base class: Operation

Description: Operations of this stereotype represent
integrity constraints that specify unique identifiers [14].

Constraints: A Candidate key must have zero parameters.

Tag definitions. Name: attributes_in_key

Type: UML::Datatypes::String

Description: A comma-separated list of names of attributes
of the relvar that form the key. The order of the names in the
list is unimportant.

Name: Foreign key

Base class: Operation

Description: Operations of this stercotype
referential constraints (foreign key constraints) [14].

Constraints: A Foreign key must have zero parameters.

Tag definitions. Name: attributes_in_key

Type: UML::Datatypes::String

represent

Description: A comma-separated list of names of attributes
of the relvar that form the foreign key. The order of the names
in the list is unimportant.

Name: referenced_relvar

Type: UML::Datatypes::String

Description: The name of a relvar that is the referenced
(parent) relvar in the context of the foreign key constraint.

Name: referenced_relvar_key

Type: UML::Datatypes::String

Description: A comma-separated list of names of attributes
of the referenced relvar R that form a candidate key of R. The
order of the names in the list is unimportant.

Name: on_delete

Type: UML::Datatypes:Enumeration {no action, cascade,
set default}

Description: The compensating action that a database
management system (DBMS) must perform to keep referential
integrity if the value of the referenced relvar is changed in a
way that the new value does not contain one or more tuples.

Name: on_update

Type: UML::Datatypes::Enumeration {no action, cascade,
set default}

Description: The compensating action that a DBMS must
perform to keep referential integrity if the value of the
referenced relvar is changed in a way that in the new value,
one or more tuples have new candidate key values.

Name: Type constraint

Base class: Operation

Description: These operations represent specifications that
define the set of values that make up a given type [14].

Constraints: A Type constraint must have zero parameters.

Tag definitions. Name: boolean_expression

Type: UML::Datatypes::String

Description: An expression that denotes a truth value [14].

Name: name_of possrep

Type: UML::Datatypes::String

Description: The name of a possible representation, the part
of which is the current constraint.

Name: Relvar constraint

Base class: Operation

Description: Operations of this stereotype represent
integrity constraints that refer to exactly one relvar [14].

Constraints: A Relvar constraint must have zero parameters.

Tag definitions. Name: boolean_expression

Type: UML::Datatypes::String

Description: An expression that denotes a truth value [14].

Name: Database constraint

Base class: Operation

Description: These operations represent integrity constraints
that refer to two or more distinct relvars [14].

Constraints:

A Database constraint must have zero parameters.
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Tag definitions. Name: boolean_expression
Type: UML::Datatypes::String
Description: An expression that denotes a truth value [14].

In addition, there is a constraint that the components of a
possible representation of a scalar type (components in short)
as well as the attributes of a tuple type, a relation type, or a
relational variable must have unique names within a class that
is used to represent it. All components, attributes, and
parameters must have a type. One cannot use Base relvars,
Virtual relvars, Snapshots, Sets of constraints, and Sets of
operators as types of components, attributes or parameters.
Recursively defined scalar types and headings are not
permitted [1]. A scalar type or a heading is recursively
defined, if it is defined, directly or indirectly, in terms of itself.

D. Other Extensions

We implemented the profile in StarUML™ (ver. 5.0) CASE
system as a module [15]. The system allows us to define new
diagram types and to determine model elements that can be
used on a diagram. One can create a program by using JScript
to check models based on the constraints.

We defined two types of diagrams.

Type Design Diagram (TDD). It is created based on a class
diagram. It is possible to describe User-defined scalar types,
Tuple types, and Relation types on this kind of diagram.

Relvar Design Diagram (RDD). This diagram is created
based on a class diagram. It is possible to describe Base
relvars, Virtual relvars, Snapshots, Sets of constraints, and
Sets of operators on this diagram.

We can also use Notes and NoteLinks on both diagrams.

TTM states that the only scalar type that is required by the
relational model is BOOLEAN. In addition, each database
management system can provide more system-defined scalar
types. Definition of a new profile in StarUML™ can contain
specification of data types (these are system-defined scalar
types). Based on [1], we defined the following types in the
profile: BOOLEAN, CHAR, INTEGER, and REAL.

If one wants to use a type that is not a system-defined scalar
type, then he/she must specify it on a TDD. Each type can be
used as the type of a component of a scalar type, the type of an
attribute of a relvar, relation type or a tuple type, or the type of
a parameter of an operator. On the other hand, if one wants to
define a new relvar, then he/she must not specify the relation
type of the relvar on a TDD. In case of a base relvar one has
to specify the attributes of the relvar and possibly its initial
value (as a tagged value). In case of a virtual relvar or a
snapshot one has to specify attributes as well as the relational
expression and register the latter as a tagged value.

III. DEVELOPMENT OF A NEW PROFILE

We used a metamodel-based translation method [10] to
create the first version of a UML ORypy profile. Firstly, we
introduce the notation that we use in the next sections.

P — a non-empty set of source profiles, based on which we
want to create a new profile. We use SQL profiles [5, 6, 7] as

the source profiles. p' — the candidate profile that will be
created by translating profiles that belong to P.

In this paper, we present a UML ORqyy profile, the first
version of which was created by using the metamodel-based
translation. L — the language that is represented by all the
profiles that belong to P. L is ORgsqy in case of this paper. L' —
the language that is represented by p'. L'is ORrpy in case of
this paper. The profiles in P and the metamodel of L must use
the same natural language (in this case English). S and S'
denote the set of stereotypes in P and p', respectively. s and s'
denote a stereotype that belongs to S and S', respectively.

L and L' may have more than one metamodel that are
created for different purposes (teaching, code generation etc.).
One has to select one of the metamodels of L and one of the
metamodels of L' to create a new profile by using the
metamodel-based translation [10]. The idea of the
metamodel-based translation method of profiles [10] is that
each stereotype and tag definition in profiles in P should
ideally have a corresponding element in the selected
metamodel of L. Let M denote the set of elements of the
metamodel of L that have one or more corresponding elements
in profiles in P. During the translation one has to find
elements in the selected metamodel of L', which are
semantically equivalent or similar to the elements in M. After
that one has to describe p' based on these elements of the
metamodel of L' (see Fig. 1). We used metamodels of ORsqr
and ORtqy and a mapping between the metamodels that is
specified in [12].

For instance, Marcos et al. [5] present stereotype
<<ROW type>>. It has the corresponding metaclass Row type
in a metamodel of ORgqr [12]. The corresponding metaclass
in a metamodel of ORyry [12], which represents semantically
similar concept, is Tuple type. Therefore, the resulting profile
of ORyry has stereotype <<Tuple type>>.

1 1.

‘ Metamodel ‘1 +target language metamodel 1
Metamodel element
o 1 +source

lang e
4 metamodeél 0.* {Elements
- should be
Software language 0.*| Translation from different

0.*

1,
UML profile
—

+resulting profile

is used as
the basis

0.*

1 +element of a source profile
P 0.

‘ UML profile element ‘ ‘ Translation of element | 0..*|
{ ‘hresulting { {
T—element 0

‘ Stereotype ‘ ‘ Tag definition ‘ ‘ Constraint‘
[ i il !
L ] ][ |

Fig. 1. A metamodel of a metamodel-based translation method of UML
profiles.
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IV. PROBLEMS DURING THE PROFILE DEVELOPMENT

It is possible that one cannot create some stereotypes by
using translation. What could be the reasons of that?

It is possible that the source language L does not use a
concept, based on which to find a corresponding element in
the metamodel of L' and hence to create s'. For instance,
reference [1] does not mention snapshots but Date [13]
foresees the possibility to use them in the context of ORyyy.
Therefore, we included them to the profile. Some ORsqr
DBMSs allow developers to create materialized views. This
concept is semantically similar to the concept smapshot.
However, ORgq. does not specify materialized views [2].
SQL standard contains a specification of a language
opportunity according to which “[t]the next edition of the SQL
standard should standardize the syntax and semantics of
materialized views” [2, Notes—22]. Hence, we did not find
stereotype <<Snapshot>> as a result of translation.

It is possible that the source language L uses a concept,
based on which it is possible to find a corresponding element
in the metamodel of L' and hence to create s'. However, the
profiles in P do not contain a corresponding stereotype s,
based on which to create s'. For instance, ORymy prescribes
the use of relation types (a kind of data type) that have the
general form RELATION {H} where {H} is a heading. Each
such type is created by invoking the relation type generator
operator. The concept relation type is semantically similar to
table type in ORgqr [12]. The profiles [5, 6, 7] do not specify
stereotype <<Table type>>. Hence, we did not find stereotype
<<Relation type>> as a result of translation.

SQL [2] specifies assertions that are used to constrain
values in one or more tables. The corresponding concept in
ORyry is database constraint that constrains values of two or
more relational variables [12]. The profiles [5, 6, 7] do not
specify stereotype <<Assertion>>. Hence, we did not find
stereotype <<Database constraint>> as a result of translation.

It is also possible that one cannot create a profile element in
p' based on elements of profiles in P. For instance, Gornik [7]
proposes to use tagged values that are associated with columns
to indicate whether the column is mandatory (prohibits
NULLs) or optional (allows NULLs). In contrast, TTM
prohibits the use of NULLSs to represent missing data. Hence,
one does not need similar tag definition in a UML ORpry
profile. Another example is stereotype <<Index>> [7]. An
index is a physical data structure that supports faster data
access [7]. The relational data model does not prescribe how
to implement a database at the physical level. Hence, there is
no need for stereotype <<Index>> in a UML OR¢ry profile.

UML forces us to represent some ORyry constructs in a
way that is not consistent with the principles of ORtry. The
OR1my profile contains stereotypes <<Relation type>> and
<<Tuple type>>. The following description is based on
<<Relation type>>, but the same is true in case of the
<<Tuple type>> as well. <<Relation type>> as well as
<<User-defined scalar type>> are created based on the
metamodel class (metaclass) Class. TTM proposes a

statement for creating scalar types. On the other hand, there is
nwo separate statement for creating relation types. A relation
type is created automatically if the relation type generator
operator is invoked. This invocation occurs if one defines a
variable, expression, component, attribute, or parameter with a
relation type. However, representing <<Relation type>>
based on Class may give a wrong impression that there is also
a possibility for creating a relation type for the later usage
(just like a scalar type). We had to define <<Relation type>>
based on Class because otherwise it will not be possible to
show in a consistent manner that a component, an attribute or
a parameter has a relation type.

The profile specifies stereotypes <<Set of constraints>> and
<<Set of operators>> to allow us to group integrity constraints
(relvar and database constraints) and operators, respectively.
On the other hand, TTM does not specify this kind of
constructs.

The name of a relation type is RELATION {H} where {H}
is the heading. Heading is “[a]a set of attributes, in which (by
definition) each attribute is of the form <4, 7>, where 4 is an
attribute name and 7 is the type name for attribute 4”
[14, p47]. Therefore, users of the ORryy profile cannot give
an artificial name to a relation type. For instance, if the
heading is {person_code CHAR, last name CHAR}, then the
name of the relation type is RELATION {person code
CHAR, last name CHAR}. As you can see, one has to
specify attributes in the name of the relation type. The same is
true in case of tuple types. The name of a tuple type is
TUPLE {H} where {H} is the heading.

One has to make decisions during the development of a
profile. For instance, an existing SQL profile [7] defines
stereotypes for primary key <<PK>> and foreign key
<<FK>>. TTM suggests that each relvar must have one or
more candidate key and that it is not necessary to mark one of
the keys as the most important (primary) key. Therefore, we
did not create a stereotype or a tag definition for specifying
primary keys in case of the ORrpy profile. Each relvar has
one or more candidate keys. We decided to define
<<Candidate key>> as a stereotype that can be associated with
an operation. According to TTM each relvar must have at
least one candidate key. Therefore, one must be allowed to
specify keys in case of base relvars as well as virtual relvars
and snapshots. This is different from UML SQL profiles
where one can define keys only in case of base tables.

The profile contains stereotypes <<Relvar constraint>> and
<<Database constraint>> that allow developers to define
constraints. On the other hand, candidate key and foreign key
constraints are special kind of relvar constraints or database
constraints. Hence, there is a question whether it is necessary
to create separate profile elements (stereotypes or tag
definitions) for certain types of constraints. We decided to do
so due the importance of these particular constraints. Any
given relvar has at least one candidate key [1]. TTM strongly
suggests that a database language must provide some
declarative shorthand to represent foreign key constraints [1].
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The profile requires some redundancy in the specification of
a database. If one defines a virtual relvar or a snapshot, then
he/she must a) describe the attributes of the relvar and
b) describe the relational expression that is associated with the
relvar. The attributes of the relvar can also be found by
evaluating the expression. The profile has this redundancy
because a SQL profile [7] uses the same approach — one has to
define the columns of a view as well as specify the underlying
SELECT statement of the view. It means that there can be
inconsistencies between different parts of a specification of
the same database. Therefore, the users of the profile must be
extra careful. Another redundancy is in case of relation types
and tuple types. If one defines this kind of type, then a) he/she
must specify the heading as a part of the name of the type and
b) describe the attributes that belong to the heading as
attributes of the class. We decided to use this kind of
approach in order to minimize the amount of exceptions in the
profile. If one can define attributes in case of a virtual relvar,
then it must also possible in case of a relation type.

V. AN EXAMPLE OF USING THE PROFILE

We created the example based on an example that is
presented by Marcos et al. [5]. On Fig. 2, we define
user-defined scalar type AddressType and relation type
RELATION {id ¢ room INTEGER, building CHAR, campus
CHAR)}. AddressType has one possible representation named
address with four components. The possible representation
has a type constraint, according to which number must be a
positive integer. The Boolean expression of the constraint is
number>0. On Fig. 3, we use the types to define base relvar
Teacher that has one candidate key. Attribute address has
type AddressType. Attribute reserves has a relation type.

<<User-defined scalar type>>
AddressType

<<Component>>+street: CHAR[1] {name_of_possrep = address}
<<Component>>+number: INTEGER[1] {name_of_possrep = address}
<<Component>>+city: CHAR[1] {name_of_possrep = address}
<<Component>>+state: CHAR[1] {name_of_possrep = address}

<<Type constraint>>+pos_number() {boolean_expression = number>=0, name_of_possrep = address}

<<Relation type>>
RELATION{id_c_room INTEGER, building CHAR, campus CHAR}

+id_c_room: INTEGER[1]
+building: CHAR[1]
“+campus: CHAR[1]

Fig. 2. An example of Type Design Diagram.

<<Base relvar>>
Teacher

+id_teacher: INTEGER[1]

+name: CHAR[1]

+e_mail: CHAR[1]

+address: AddressType[1]

+reserves: RELATION {id_c_room INTEGER, building CHAR, campus CHAR}[1]

<<Candidate key>>+key_teacher() {attributes_in_key = id_teacher}

Fig. 3. An example of Relvar Design Diagram.

VI. CONCLUSIONS

Developers are familiar with UML and there exists many
UML CASE systems. Therefore, if there are new approaches
to database development, then it would be useful to still use
UML for specifying the design of databases. UML provides a
lightweight, built-in extension mechanism that allows
developers to extend UML by creating profiles.

The Third Manifesto (TTM) describes the relational data
model and tries to avoid problems that are associated with
SQL. In this paper, we presented a UML profile for
developing databases that correspond to the rules of TTM. It
is a candidate profile that must be accepted by interested
parties. We created the first version of the profile by using a
metamodel-based translation method. In this paper, we
presented a metamodel of this method. We also discussed
some problems and questions that rose during the
development of the new profile. In conclusion, it is possible
to design ORyyy databases by using UML. However, UML
forces us to represent some ORtry constructs in a way that is
not consistent with the principles of ORyyy.

The future work must include empirical studies of the use of
the profile. One has to create a code generator for generating
database language statements based on ORrry database design
models. If the underlying data model of the profile evolves,
then the profile must also be changed accordingly. We also
have to extend the profile to support the subtyping and
inheritance that one can use to define new types.
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Investigation and Implementation
of T-DMB Protocol in NCTUns Simulator
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Abstract- Investigation of T-DMB protocol forced us to create
simulation model. NCTUns simulator which is open source
software and allows addition of new protocols was chosen for
implementation. This is one of the first steps of research process.
Here we would like to give small overview of T-DMB (DAB)
system, describe proposed simulation model and problems which
we have met during the work.

Keywords: T-DMB; Digital Radio; NCTUns.

I INTRODUCTION

T-DMB (Terrestrial Digital Multimedia Broadcasting)
[1][2] is a mobile television service that targets mobile devices
such as mobile phones, handheld and portable devices.
Nowadays one of the most popular topics in investigation of
transmission system is a transmission of data on high speed. In
our work we are analyzing transmission of data using T-DMB
protocol on high speed. The first step which was defined in
this research is implementation of T-DMB in NCTUns
simulator. This system uses DAB transmission system (Digital

Adnane Cabani, Joseph Mouzna
ESIGELEC/IRSEEM
Saint-Etienne du Rouvray, France
cabani@esigelec.fr
mouzna@esigelec.fr

Audio Broadcasting), therefore here we are talking about
implementation of DAB system.

II.  OVERVIEW OF DAB TRANSMISSION SYSTEM

DAB transmission system is designed to carry several
digital audio signals together with data signals. From the view
point of 7-layers OSI model DAB system as well as T-DMB
can be represented in 3 layers: Presentation layer, Data link
layer, Physical layer. In such hierarchy presentation layer is
charged with work of audio codecs, data link layer is
responsible for forming of DAB transmission frame and on
physical layer coding and decoding schemes defined by the
protocol are working. Step by step work of DAB transmission
system is shown on Figure 1.

In this overview we will point only most important parts for
our implementation of this process.

Data coming from presentation layer is multiplexed
according to DAB frame format (which is exactly the same for
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Figure 1. Forming and detecting process of DAB system.
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T-DMB system) on Data link layer. Then Energy Dispersal
scrambler, Convolutional encoder with puncturing procedure
and Time-interleaver work on Physical layer. The DAB
transmission frame consist of three channels (Figure 2):
synchronization channel, fast information channel used for
rapid access of information by a receiver and main service
channel used to carry audio and data service components.

Synchronization|Fast Information| Main Service
Channel Channel (FIC) Channel
(SC) (MSC)
| Fe | [ Fe ]
Fast Information Blocks
Figs) | cF Jcr | .. [cF]
Common Interleaved Frame(s)
(CIFs)

Figure 2. DAB (T-DMB) transmission frame structure.

In order to ensure appropriate energy dispersal in the
transmitted signal, the individual inputs of energy dispersal
scramblers shown in Figure 3 shall be scrambled by a
modulo-2 addition with a Pseudo-Random Binary Sequence
(PRBS).

T T O S T A
I A A A S A A
»DDDD»DIDGDDW

m_ Output word __y,

Figure 3. Energy dispersal scrambler structure.

Fast information channel consists of FIB (Fast Information
Blocks). Every 3 FIBs shall be grouped together. This vector
should be scrambled with PRBS.

Main Service Channel consists of logical frames. The first
bit of each logical frame should be added modulo-2 to the
PRBS bit of index 0.

Convolutional code used in DAB has a structure showed in
Figure 4.

Figure 4. Structure of convolutional code.

DAB system uses the same code in FIC and MSC.
Puncturing procedure is applied for both of channels: MSC and
FIC.

Scheme shown in Figure 1 was implemented in NCTUns
simulator. We used schemes mentioned above to form
appropriate message. We would like to point in decoding
process Viterbi algorithm was used.

III.  OVERVIEW OF NCTUNS SIMULATOR

NCTUns simulator [3][4] is open source network simulator
and emulator. This simulator works under Linux platform.
Through a set of API functions provided by its simulation
engine, we can develop a new protocol module and add the
module into the simulation engine. The simulation engine
could be described as a small operating system kernel. It
performs basic tasks such as event processing, timer
management, packet manipulation, etc. Its API plays the same
role as the system call interface provided by an UNIX
operating system kernel. By executing API functions, a
protocol module can request service from the simulation engine
without knowing the details of the implementation of the
simulation engine.

NCTUns provides a module-based platform. A module
corresponds to layer in a protocol stack. Modules can be linked
together to form protocol stack to be used by a network device.
We can insert a new module into existing protocol stack, delete
an existing module from a protocol stack, or replace an existing
module in a protocol stack with own module. So, we can
control and change the behavior of a network device.
Architecture of network protocol simulation is shown on
Figure 5.

Gpplicatiorg
User level

f T
Layer
TCP/IP

Protocol
stack

Application
)

Socket
Layer
TCP/IP
Protocol
stack

Kernel level

Tunnel ™
interface
tun 1

Figure 5. Architecture of network protocol simulation.

Packet starts its way in traffic generating application which
opens TCP/IP or UDP socket and sends packet through this
socket to kernel. Here we don’t care how kernel level is
working. We meet our packet in Module-Based Platform in
Interface protocol module. Then packet passes all protocol
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modules from one node to second. After that Interface protocol
module of second node puts packet to kernel level. Application
on receiving side (here it is also called a traffic generator) waits
for incoming packet on its TCP/IP or UDP socket.
Combination of API function send() and recv() in module
moves packet through all simulated modules from sender to
receiver.

Packet-object is used to encapsulate sending packing to
well-known format in NCTUns. Figure 6 illustrates example of
encapsulating data into Packet-Object. PT INFO, PT DATA
and PT_SDATA are memory buffers that are called “Packet
Buffer” or “pbuf”’. The “pbuf”’ is most basic unit in a Packet-
Object. Default length for each “pbuf’ is 128 bytes. But
PT DATA and PT_SDATA pbuf allows using cluster buffer.
For PT_DATA pbuf the size of cluster is 1024 bytes. The size
of cluster for PT_SDATA is unlimited. In DAB transmission
system we have to work with packet which has big size.
Therefore the best way for us to use PT_SDATA type pbuf and
keep frame in the cluster that has unlimited size.

e reserved

Payload data

1 layer header

2 layer header

Payload data |

PT_INFO PT_DATA PT_SDATA

1 layer header

2 layer header

\/\
Figure 6. Encapsulating data into Packet-Object.

One of the benefits of NCTUns
simulator is friendly GUI which
allows user create different network
topologies and observe simulation
process.

IV. IMPLEMENTATION MODEL

should represent DAB transmission system in terms of module.
The topology of network using
T-DMB assumes that we have two types of nodes: Base Station
(BS) that only transmit information broadcast and Subscriber
Station (SS) that receives information and tries to make
decision if packet is correct or not. One module called
OFDM_TDMB will perform both of these functions. Keeping
in mind structure (Figure 5) of NCTUns we propose following
approach of node’s protocol stack based on 3-Layers model
defined in previous close (Figure 7):

Application stg generates packet and send it to tunnel
interface. Packet goes through Interface module. We receive
packet from Interface module and create packet according to
DAB frame structure.

Function send() of TDMB module generates Packet-Object
with such data inside, performs scrambling, encoding
(according to code from Figure 4) and puncturing procedures,
attaches it to ePacket object and then sends to next layer. All
procedures are implemented according to standard. Some
points were given in previous close.

On receiving side, recv() function, whenever it receives a
packet, starts a timer rvTimer to simulate transmission time.
When rvTimer expires recvHandler() function is called. This
function performs insertion of punctured bits with 0 value.
After that it calculates BER (Bit Error Rate) for used
modulation and adds error bit in received sequence. Finally
decoding and descrambling procedures are applied. This
function also is responsible for logging of not collided packets.
Log file contains following information: current time, packet
id, BER applied for this packet, number of errors occurred in
the channel, number of error bits (which were not corrected
during decoding).

We have made changes in GUI. TDMB topology is based
on graphical objects for 802.11(p) network nodes: one is the

Sender Recaiver

Interface Interface

TDMB TOMB

Implementation process can be
divided on two parts. First part is

Application

creation of new module in NCTUns

Application
User level
T 1

f 1 \\

and embedding it into simulator,
second part is adjusting of GUI
according to new module.

Kernel level

Because NCTUns provides
module based platform, first we

Socket Layer

TCPIP
Protocal stack

Socket Layer

TCP/IP
Protocol stack

Figure 7. T-DMB protocol module approach.
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D simulator allows user to work with very friendly GUI. Also this
802.11 (p) on-board unit (OBU) which represents a  work increases NCTUns simulator functionality and can make
vehicle equipped with radio receiver; the second is the it interesting for more researchers. Future work assumes to
[l compare results of practical experiments with simulation
802.11(p) road-size unit (RSU) which represents a fixed results.
device with radio transmitter. To change these nodes to TDMB - B — .
receiver and transmitter we have to change protocol stack in MAC80211 \WPHY /80211P /AP /ARP \/DVB_S2_FEEDER \/DVB <
this nodes, using Node Editor. Therefore new units have been < ‘ HACB021
added to Node Editor. Node Editor allows us to delete existing
blocks and insert new blocks for every type of Nodes. Figure 8 B
illustrates TDMB protocol stack in Node Editor. Here we can +

80211e

MACB0Z21 MAC8021 >>

see all the layers which have been mentioned above: interface,
TDMB (called OFDM_T DMB) and CM layer which

OFDM_T_)
simulates physical transmission layer and responsible for ’—]M"

calculating SNR (Signal to Noise Ratio). CM and Interface
layers are reused from Simulator and don’t have any changes.

2

Investigated topology consist of one T-DMB Base station *

(RSU) and car with T-DMB receiver. We set up moving path
for car. When simulation is started car starts to move with
speed 10 m/sec defined by default settings. stg application
sends packet every 1 sec. Figure 9 illustrates the topology. Car
keeps moving till end of path and then stays on the same
position. If Base station continues to transmit data car will

receive it but without moving.
[<—

When simulation process is over NCTUns generates Select Mode p
tdmblog file and put it in appropriate directory. Format of file x| S| undo|| sedraw 374 27 AN (oK cancel |
is following: Time, Packet ID, Bit Error Ratlo., Number of Figure 8. Node editor modified for TDMB.
occurred Errors and Number of Errors after decoding.

TETONE5I0 WerE B TITG/AT 200 B} N1 e R NEEIME M C T D e S 0]y L EE TP EEEI s EIenT

V. CONCLUSION AND FUTURE WORK., |2 Et STos NTeas @S NSoing Smitlen dow B
S N TR BT LY I Y ML Y I T RN LY N Y NN T
Possibilities of created model are very |l AL SAL &L S PRI ERS EEEES*EE S > HT] 7 AA B

limited nowadays. However it has some | P.ERP
benefits. Implementation in NCTUns

REFERENCES

[1] ETSI EN 102 428 v1.2.1 (2009-04) Digital
Audio Broadcasting (DAB) ; DMB video
service ; User application specification.

[2] TDF 2008, Technical Specifications for DMB
— Digital Radio Deployment in France.

[3] Prof. Shie-Yuan Wang “The protocol
developer manual for the NCTUns 5.0
Network Simulator and Emulator” National
Chiao Tung University, Taiwan 2000-2008.

[4] Prof. Shie-Yuan Wang, Chih-Liang Chou, and
Chih-Che Lin “The GUI User Manual for the [
NCTUns 5.0 Network Simulator and

Emulator”, National Chiao Tung University,
Taiwan 2000-2008. | {§ £00 000 6 S Emmmm om.mmmgg"‘ L

Figure 9. Topology with T-DMB nodes and moving path.

www.manaraa.

ol Lalu Zyl_ﬂbl




Empirical Analysis of Case-Editing
Approaches for Numeric Prediction

Michael A. Redmond', Timothy Highley'

Abstract- One important aspect of Case-Based Reasoning
(CBR) is Case Selection or Editing — selection for inclusion (or
removal) of cases from a case base. This can be motivated either
by space considerations or quality considerations. One of the
advantages of CBR is that it is equally useful for boolean,
nominal, ordinal, and numeric prediction tasks. However, many
case selection research efforts have focused on domains with
nominal or boolean predictions. Most case selection methods
have relied on such problem structure. In this paper, we present
details of a systematic sequence of experiments with variations on
CBR case selection. In this project, the emphasis has been on case
quality — an attempt to filter out cases that may be noisy or
idiosyncratic — that are not good for future prediction. Our
results indicate that Case Selection can significantly increase the
percentage of correct predictions at the expense of an increased
risk of poor predictions in less common cases.
Index Terms: case-based reasoning, case

editing, numeric

L

prediction, case selection.
Case-Based Reasoning (CBR) has been an active research
area and has been used successfully in many practical
applications. In CBR, previous examples or cases are
used to solve future similar problems. Generalizations of the
CBR process include the CBR Cycle [1]. In the CBR Cycle,
stages include: Retrieve — identify previous similar case(s),
Reuse — identify the answer or solution that can be transferred
from the previous case to the current situation, Revise — adapt
the previous solution to differences between the previous
situation and the current situation, and Retain — store the
current situation and solution as a new case. A more detailed
discussion of basic CBR methodology is not included here.
Interested readers desiring extended introduction can review
basic CBR methodology in [2], [3], and [4]. In CBR, it has
been widely acknowledged that not all cases should be
retained. Depending on perspective, the choice of which cases
to retain could be part of the Retain stage (in incremental
learning approaches, not all new cases need necessarily be
retained), or as part of an additional Review stage (if the
approach is a batch / retrospective approach). Perhaps due to
interest in cognitive modeling, early research (e.g. [5])
focused on incremental approaches. With more recent interest
in Data Mining, more efforts have used retrospective review
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of an existing “full” collection of cases. While not receiving
nearly as much attention as feature selection/weighting, case
selection has received a significant amount of research. Much
of that research has been motivated by space considerations —
how can a CBR system obtain as good performance while
retaining only a fraction of the available cases. An alternative
perspective is an emphasis on quality — can prediction
accuracy be improved via removing some cases, presumably
via removal of anomalous or noisy cases? This latter
perspective puts the focus not on removing large numbers of
cases, but rather on removing the proper set of cases.

CBR presents several advantages over other learning / data
mining approaches in prediction tasks. One of these is that
CBR ecasily uses all types of variables (versus some other
models which are limited to binary, nominal, ordinal, or
interval variables). Most importantly, CBR can accommodate
prediction of all types of variables. However, most research
efforts in case selection have been carried out in domains in
which predictions are of a given class (nominal or binary).
The algorithms generally reflect that in their search bias. In
this research, a fairly simple CBR approach has been used to
make numeric predictions', and research has focused on case
selection. In this work, the focus is on non-incremental
approaches from the case-base quality perspective, all for a
numeric prediction domain: community crime rate prediction.

A. Background

Case selection/editing is a problem that has received
considerable attention. However, most of the existing work in
this area differs from what is presented in this paper because
the previous work either focuses on reducing the size of the
case base rather than finding anomalies, or it uses an approach
that is inherently tied to nominal predictions instead of
numeric predictions.

Case selection research pre-dates CBR. Wilson [6] presents
an approach to case-editing where a case is assumed to be
noisy if it disagrees with a majority of its k-nearest neighbors
(k=3 typically), and is removed. This work has influenced
many succeeding efforts and is a common standard for
comparison.([7], [8]; [9]; [10]).

More recent case selection algorithms include Aha’s [2]
IB3; Wilson and Martinez’s [8],[9] RT3 / DROP-3; Smyth
and McKenna’s [11] case-base competence model; Brighton
and Mellish’s [10] Iterative Case Filtering (ICF); Morring and
Martinez ’s [12] Weighted Instance Typicality Search; Massie,

' Numeric prediction is called “regression” by some researchers, after the
statistical technique long used for it
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Craw and Wiratunga’s [13] Threshold Error Reduction
algorithm; and Pasquier, Delany, and Cunningham’s [14]
Blame-Based Noise Reduction. All of these algorithms or
approaches include the assumption that predictions are
classifications. In some cases, the inclusion is of a nature of
“if the prediction is correct” as part of the algorithm. In others,
it is more fundamental, for instance with pseudocode
including “loop through possible classes.” The latter
obviously are more difficult to adjust to use in numeric
prediction.

The research presented in this paper attempts to pursue case
selection / filtering with the goal of noise reduction in a
knowledge-poor, non-incremental numeric prediction task. As
Wilson’s [6] algorithm is mostly consistent with the goals of
this research, and is still competitive with the most successful
approaches, and is used as part of some of the most successful
approaches, it made sense to investigate converting that
approach to be used with numeric prediction. A series of
variations was tried, along with a new algorithm.

II. EXPERIMENTAL METHODOLOGY

The researchers utilized data about communities within the
United States gathered by the first author and first used for
[15]. The data combines socio-economic data from the 1990
United States Census [16], law enforcement data from the
1990 Law Enforcement Management and Administrative
Statistics survey [17], and crime data from the 1995 FBI
Uniform Crime Report [18]. The datasets needed to be
combined via programming; details of this process are
discussed in [16]. The researchers chose any potentially
relevant variables for inclusion as independent variables
(features) (N=122), plus the attribute to be predicted (Per
Capita Violent Crimes). The per capita violent crimes
variable was calculated using population and the sum of crime
variables considered violent crimes in the United States:
murder, rape, robbery, and assault. In order to avoid using
incorrect/missing “answer” attribute values, 221 cases were
removed, leaving 1994.

Prior to the current work, all features were normalized to be
in the range from 0 to 1. This removes any issues with the
scale of the variables. The resulting dataset has been made
available at the UCI machine learning dataset repository:
http://archive.ics.uci.edu/ml/datasets/Communities+and+Crim
e [19].

All experiments followed a 10-fold cross validation
methodology. Thus, in each experiment, for each fold being
tested, there are approximately 1795 training cases and 199
test cases. During testing, in addition to calculating the mean
absolute error for each prediction, a threshold was established
to judge “correct” or “incorrect.” Any prediction within 5%
of the actual value was judged to be “correct™. The results are
averaged across the results from each of the 10 folds to get a
mean of mean absolute error and mean percent correct. All
tests were done on the same randomly generated folds, so
paired sample statistics can be used.

2 As will be seen, during training one of the aspects varied was the
threshold for cases “agreeing”. During testing a threshold for a “very good”
prediction was desired for judging “correctness” percentage.

III. CBR EXPERIMENTS

In order to predict crime rates, the researchers first pilot
tested a small variety of simple nearest neighbor methods. In
terms of the common CBR terminology, none of the
experiments involved use of “Adaptation,” (“Revise”) or
complex “Retrieval,” such as using “Indexing.” The k-nearest
neighbor approach to CBR retrieval ([20], [21]), sometimes
referred to as instance-based learning, was used for all CBR
experiments. Based on the best results from pilot testing, the
baseline (“no editing”) approach was to use k-nearest
neighbor with similarity for attributes combined via
“Euclidean” (or “Crow Flies”) metric in which difference for
a case is the sum of the squared differences. Prediction is done
using a weighted average; nearer neighbors have more impact
on the prediction than do more distant neighbors. This no
editing approach will be compared to the editing approaches.

A. Initial Experiments

The initial experiments are attempts to convert Wilson’s
[6] Edited Nearest Neighbor algorithm to handle numeric
prediction. In Wilson’s method, instances are removed that
do not agree with the majority of their k-nearest neighbors.
With numeric prediction (especially without adaptation), some
metric for “agree” is needed. In the experiments to follow,
two thresholds were established and experimented with. First
is the “agreeThreshold” that sets how close the numeric
dependent variable values have to be in order to consider the
cases to “agree” with each other. The second is the
“acceptThreshold” that sets what percentage of neighbors
have to “agree” with the case in order for it to be kept’.

The first numeric conversion of Wilson’s algorithm
(henceforth NWF1) is shown in Figure 1. This process is
carried out for each fold in the 10-fold cross validation
experiments. Each training case is compared to its k nearest
neighbors. Based on the threshold for agreement, the
percentage of neighbors who “agree” with the training case is
calculated. If the percentage agreeing with the training case is
below the acceptance threshold, then the case is dropped from
the case base.

For each case in training data
NumAgree = 0
Find k nearest neighbors among training data
For each neighbor
Calculate difference on dependent variable
If difference <= agreeThreshold then
numAgree incremented
End inner loop
If (numAgree / k) < acceptThreshold then
Drop training case
End outer loop

Figure 1: Numeric Wilson Filter 1 Algorithm

As with the original Wilson filter approach, this tends to
remove noisy and border cases and keep “internal” points in
the case space. A pilot test was carried out using initial
thresholds of (agreeThreshold = .2; acceptThreshold = 0.5)
and k=3, 5, and 7, and results were not satisfactory. Around

* Wilson’s algorithm set this permanently as 0.50 (50%), but with typically
using k=3, not a lot of precision was necessary for this value.
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2/3 of cases were removed each time, leaving mainly cities
with low crime. The majority of cities have relatively low
crime, so the approach was treating most cities with
significant crime as noisy. See Figure 2 for a distribution of
the normalized violent crime rates. To obtain an idea of the
difficulty of the prediction task, consider that the average case
has a normalized crime rate 0.17 away from the mean. So a
mean absolute error (MAE) for the straw man of always
predicting the mean would be around 0.17. Around 20% of
pair-wise differences among normalized crime rates among all
cases are within the somewhat arbitrary “correctness”
threshold of 0.05, so a straw man of predicting using a random
case might be expected get around 20% “correct”.

Distribution of Cases by Normalized
Crime Rate
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Figure 2: Distribution of Normalized Per Capita Violent
Crime Rates
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Figure 3: Percent "Correct” NWF1 vs. No Edit

For the first full experiment, the acceptThreshold was
adjusted down to 0.4. Results for these initial thresholds,
along with the baseline (no editing) are shown in Figure 3 and
Figure 4. Better performance is obtained, to a point, by using
more neighbors. One similar neighbor could be unusual and
could lead to an incorrect prediction. Adding more neighbors
(increasing k) essentially brings more information to bear on
the prediction. However, as more neighbors are added, the
neighbors being used are getting less similar to the case being
predicted. At some point it is expected that increasing & will
lead to worse performance instead of better, and this indeed
happens.

In this case, with the somewhat arbitrary threshold for
“correct”, peak percent correct occurs a little bit later and is a
little bit higher with NWF1 than with no editing (for all £’s
above 7, except for 17, 18, and 19, the difference is
significant). However, for mean absolute error, NWF1 peaks
earlier, does not get as low, and retreats faster than with no
editing (for all &’s above 6, except for 10, the differences are

significant).
013

=

Number of Neighbars (K)

——NWi12,4)  =@=noediing

Figure 4: Mean Absolute Error NWF1 vs. No Editing

Analysis

Note that each case is a training case in 9 folds, and a test
case in one fold. So a case can potentially be removed 0-9
times during a 10-fold cross validation experiment. A detailed
analysis was done for a few values of &, to see whether the
same cases were being consistently removed in the different
folds. The results are shown in Table 1. By far, most cases
were never removed across all 9 training folds. The second
most common times removed is 9 times. Thus it appears that
the algorithm is identifying something consistently, be it noisy
or border cases. Further analysis reveals that for &=7, the
average normalized crime rate for cases removed is .6543,
while the average normalized crime rate for retained cases is
.1983. Thus, the algorithm appears to be biased toward
removing cases from high crime cities. This helps get more of
the many low crime cities to be “correctly” predicted (close to
actual) but tends toward worse predictions for high crime
cities, leading to higher average error. In general, higher k&
increases the effect.

Table 1: How often cases are removed

Number of Cases for each k&

Times Removed 3NN SNN INN

9 203 107 141

8 65 20 19

7 84 15 15

6 0 13 13

5 0 7 5

4 0 0 2

3 0 0 11

2 60 39 33

1 81 62 49

0 1501 1731 1706
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If too many normal cases are being removed, then one
adjustment that can be tried is to adjust the thresholds to make
it harder to remove a case. In the next experiment, the
agreeThreshold was increased to 0.25, and the
acceptThreshold was reduced to 0.30. Results showing the
comparison among the two sets of thresholds and no editing
are shown in Figure 5 and Figure 6. The less rigorous
thresholds are in general the middle path, between the first set
of thresholds and no editing on both “percent correct” and
mean absolute error. It does hit a minimum peak on mean
absolute error at &=10 that is below the error for no editing,
and the MAE is much closer to “no editing™. As expected,
fewer cases are removed (average around 100 for most £, vs.
around 200 for first set of thresholds). More moderate level
crime cities are being kept. The difference was enough that at
almost all values for k there were more predictions that were
too low than predictions that were too high.
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Figure 5: NWF1 Comparison Percent Correct
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Figure 6: NWF1 Comparison Ave Error

B. Fuzzy Agreement Experiments

The initial approach to Numeric Wilson Filtering showed
some promise. However, it seemed doubtful that continued
easing of thresholds would be promising. A 0.25 difference in
normalized crime rate is a pretty loose definition of

* The gaps for high values of K for the second set of parameters represent
tests that were skipped because the pattern of results was established.

“agreement” when over 65% of the pairwise differences
across the case-base are 0.25 or lower. Setting the
agreeThreshold as high as 0.30 would push that to over 70%
of cases “agreeing” with each other on the “answer.” Of
course, any such threshold is arbitrary and suffers from its
discreteness.

An alternative is to use a “fuzzy” threshold in the sense of
fuzzy logic. The idea would be that above a certain level of
agreement, the agreement would be considered total (fuzzy
membership in “agreement” = 1.0), below a certain level of
agreement, there is no agreement (fuzzy membership in
“agreement” = 0), and in between there is some in between
level of agreement (frequently in fuzzy logic a linear function
is used). Some pilot testing was done working with a few
possible fuzzy thresholds and a few values for & (in the range
where previous experiments had been hitting peak
performance levels). The most promising fuzzy threshold is
shown in Figure 7. A difference of less than 0.15 is a total
match; above 0.25 is not a match, and in-between differences
are in between, based on a linear function. The Fuzzy
Numeric Wilson Filtering (FNWF) algorithm is shown in
Figure 8. It is very similar to NWFI1, except instead of
counting number of agreeing neighbors, fuzzy agreement
values are summed across nearest neighbors® To adjust for
reduced credit for matching in comparison with a hard
threshold of 0.25, the acceptThreshold was set down to 0.2.

Fuzzy Agreement Membership
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Figure 7: Fuzzy Threshold for Agreement

For each case in training data
AgreementSum = 0
Find k nearest neighbors among training data
For each neighbor
Calculate difference on dependent variable
Convert difference into fuzzy agreement
membership
AgreementSum += current fuzzy agreement
End inner loop
If (AgreementSum / k)
Drop training case
End outer loop

< acceptThreshold then

Figure 8: Fuzzy Numeric Wilson Filtering Algorithm

* ie. This is NOT a full Fuzzy Logic approach with rules, inference,

composition, and defuzzification. There is merely a fuzzy membership
function for “agrees with neighbor”
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Figure 9: Fuzzy vs. NonFuzzy Pct Correct

The results for the second experiment, with FNWF are
shown in Figure 9 and Figure 10. The percent correct results
are very similar to the NWF1, and the mean absolute error is
also very similar, with perhaps some slight advantage for the
fuzzy approach in the lowest peaks. The differences are
probably not meaningful, but further experiment results are
compared to the fuzzy approach
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Figure 10: Fuzzy vs. NonFuzzy Ave Error
C. Greedy Hill Climbing Experiments

The next step was to try an algorithm built from scratch for
editing case bases used in numeric prediction. It shares a lot in
common with previous approaches developed for
classification. In fact, it shares the basic assumption dating at
least to [6]: that a training case whose neighbors disagree with
it might be noisy (as opposed to the neighbors). It also follows
a common machine learning pattern of being a greedy hill
climbing wrapper approach. It meets with our assumptions in
that it is not incremental, it is based on numeric prediction,
and it is biased (at least slightly) toward keeping cases rather
than removing them. The algorithm is shown in Figure 11.

Repeat until no improvement on avg error
For each case in validation data
Predict using normal method
Calculate prediction error for validation case
End inner loop
Remove case with greatest error
Calculate average error for validation cases
End outer loop

Figure 11: Greedy Hill Climbing Algorithm

The algorithm separates a portion of training data to serve
as “validation data” [22, p146], which is used as sort of a
“pre-test” during training. Using separate validation data
during training is an attempt to avoid overfitting. The
algorithm shown is run for each fold during the 10-fold cross
validation. The algorithm is conservative towards deleting
cases since it stops when improvement is not found rather than
when performance worsens — ties mean stop. It looks not at
which cases disagree with their neighbors, but rather at which
cases drastically disagree with their neighbors. In other words,
instead of adjusting non-numeric algorithms to determine if
cases “agree” in their predictions, it makes use of the actual
numeric differences. This might allow greater sensitivity than
a mere difference in classification.
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Figure 13: Ave Error GHC vs. FNWF vs. No Editing

The results for the third experiment, with greedy hill
climbing method are shown in Figure 12 and Figure 13. The
percent correct results are more variable than the FNWF
approach, and peak at higher k. The results for mean absolute
error are not as low as the other approaches, and they get
significantly worse quickly with greater £. It is possible that
this approach is more heavily sacrificing high crime cities as &
goes up, aiding prediction of low crime cities but producing
large errors for high crime cities. This will be investigated
further. Ideas for improving on this method have been
developed; based on further analysis of detailed results some
of these directions will be pursued.
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IV. DISCUSSION AND CONCLUSIONS

We have presented a study of several algorithms for
numeric prediction using CBR. One of the important benefits
of CBR is that it can be used to provide any kind of answer —
binary, nominal, ordinal, numeric, and even structural (e.g.
meal plans, designs, etc). Full-fledged knowledge-rich CBR
efforts have focused attention on case evaluation as part of
Retain or Review stages. However, research on case selection
/ editing within knowledge-poor domains has focused almost
entirely on classification tasks. In this research, several
experiments have been carried out exploring variations of case
editing algorithms for numeric prediction, including both
adjustments of previous algorithms developed for
classification domains and new algorithms. Evaluation was
based both on the percent of very good predictions (within 5%
of actual), and mean absolute error. The best results were
obtained using a Fuzzy Logic inspired approach to
determining if cases “agree” on their answer.

In general, the case editing algorithms have better results on
“percent correct” (very good predictions) than on mean
absolute error. Several approaches produced improvement in
the number of close predictions (considered “correct”), but
none of the algorithms produced a significant advantage on
the mean absolute error over CBR without case editing. These
results may indicate that the goals of generating very good
numeric predictions via editing a case base may have some
risk for predicting cases with less common values. Further
research will continue to address these dual goals. The
detrimental effect on predicting less common cases may
actually make sense if the anomalous values that are removed
via Case Selection are not truly anomalies, but simply a very
rare case. Further analysis is needed.

The approaches pursued so far have mostly been numeric
prediction adaptations of an early case editing approach [6].
Numerous research efforts discussed in Section I.A have
worked at improving on that approach for classification tasks.
Some of these would be difficult to adapt for numeric
prediction (e.g. any algorithm that includes “loop through
possible classes”). However, some of these approaches could
be adapted for numeric prediction in ways such as done here.
Interesting future work could include experimenting with
numeric adjustments to [9],[10], [13], and [14]. Also,
additional novel algorithms will be pursued.
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for 3D Virtual Agents

Wanessa Machado do Amaral, José Mario De Martino
Department of Computer Engineering and Industrial Automation,
FEEC, University of Campinas,

13083-970 Campinas, SP, Brazil

Abstract-Accessibility is a growing concern in computer science.
Since virtual information is mostly presented visually, it may
seem that access for deaf people is not an issue. However, for
prelingually deaf individuals, those who were deaf since before
acquiring and formally learn a language, written information is
often of limited accessibility than if presented in signing. Further,
for this community, signing is their language of choice, and
reading text in a spoken language is akin to using a foreign
language. Sign language uses gestures and facial expressions and
is widely used by deaf communities. To enabling efficient
production of signed content on virtual environment, it is
necessary to make written records of signs. Transcription
systems have been developed to describe sign languages in
written form, but these systems have limitations. Since they were
not originally designed with computer animation in mind, in
general, the recognition and reproduction of signs in these
systems is an easy task only to those who deeply know the system.
The aim of this work is to develop a transcription system to
provide signed content in virtual environment. To animate a
virtual avatar, a transcription system requires explicit enough
information, such as movement speed, signs concatenation,
sequence of each hold-and-movement and facial expressions,
trying to articulate close to reality. Although many important
studies in sign languages have been published, the transcription
problem remains a challenge. Thus, a notation to describe, store
and play signed content in virtual environments offers a
multidisciplinary study and research tool, which may help
linguistic studies to understand the sign languages structure and
grammar.

KEYWORDS: computer graphics, sign
accessibility, virtual reality.

language, XML,

I.  INTRODUCTION

There are estimated to be 5,7 million people with hearing
disabilities in Brazil [3], 20 million in U.S [5] and 278 million
people worldwide [16]. Kennaway [6] shows that the reading
performance of deaf children is poor compared to that of their
hearing peers. Thus, situations in which information is
presented primarily in written form place them at a substantial
disadvantage.

The access that deaf people have to virtual content could be
greatly improved by the provision of sign language
information. Sign language is being displayed on computer
environment using video content. However, there are
disadvantages to this means of providing information, since it
is necessary to use specific equipments and trained people

who deeply know the sign language. The maintenance of
video content is another problem. There are continuity issues,
like use the same signer, in the same clothing and with the
same background. Thus, create pieces of signing that can be
joined together to make signed phrases is nontrivial. Each time
any content detail changes, new videos must be made,
increasing the costs. Storing and downloading videos can also
be problematic as they are large files. For displayed content on
Web sites using Internet connection, the time and cost
involved in downloading video sequences may be prohibitive.

A virtual avatar driven by animation software provides an
attractive alternative to video. Virtual signing has some
advantages. Signed content can be created by one person on a
desktop computer. No video capture equipment is required. A
virtual avatar can generate real time content, so continuity is
not a problem since details of the content can be edited at any
time, without having to rerecord whole sequences. Storing the
content is further advantage. Disk space demands to store sign
description are negligible. Data transmission is improved,
since transcription content can be stored in text files, which
are smaller than video files and can be downloaded faster.
Another advantage is the extra control by user, which is not
possible with video. The view angle can be continuously
adjusted during playback.

To animate a virtual avatar, the first need is to develop an
accurate transcription system, to explicitly specify how sign is
articulated. The challenge is to ensure the realistic animation
of virtual agents.

II. RELATED WORK

A.  Stokoe

Stokoe, the founder of the sign language linguistics, proposed
the first notation system for a sign language [14]. The original
Stokoe notation is consisted of 55 symbols, divided in three
groups, called chemeres, representing aspects of sign:

e Tabula: hand location;
e Designator: hand shape;
e Signation: movement.

Hand shape symbols are based on Latin letters and
numerals. Location and movement symbols are iconic. Stokoe
shows how these three parts, meaningless alone, fit together to
form a linguistic structure, identical to the phonemes of
spoken language [11].
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Despite the simultaneity of aspects of sign, Stokoe notation
sequentially writes the symbols that represent each aspect.
This sequential structure can be read by humans who know the
notation and the sign language. However, it is nontrivial to
understand by someone not familiar with Stokoe notation, and
even more by a computer program.

On the other hand, there is sequentiality in the internal
structure of signs. For example, the sign "deaf" in ASL is
articulated with two face touches with the index finger, the
first one in the region below the ear and the second in the
region next to the mouth, with an arc trajectory between them.
Change the order of these movements results in a meaningless
articulation in ASL.

It is important to note that simultaneity and sequentiality are
unresolved issues in existing notations, and they are treated in
the transcription system proposed here. Typically, traditional
notations sequentially write the sign aspects, which are
simultaneous during articulation. In the other side, there is a
sequence in holds and movements of a single sign, and this
order must be respected and explicitly stored.

There are defined hand shapes in Stokoe notation. To write
a sign with a new hand shape, it is necessary to look at the
whole hand shape set and matches the new shape with an
existing one that resembles most. This can also be
problematic, since sign language is not static and new signs
may arises requiring new hand shapes.

Stokoe notation does not provide non-manual aspects, such
as facial expressions. However, signs showing emotions such
as joy or anger need to be accompanied by the appropriate
facial expression. Liddell [9] shows that to reproduce a story
with characters that has no name, the signers can use facial
expressions to refer different characters. Thus, facial
expressions play a very important role, and are necessary to
effectively convey meaning.

B.  SignWriting

SignWriting [13] was created in 1974 and is defined by a
combination of iconic symbols to represent hand shapes, body
locations, facial expressions, contacts and movement. Hand
shapes can have variations of three basic form of the fist:
closed, open or flat. The symbols in SignWriting are all shown
from the expressive, not the receptive, viewpoint. That is,
signs are written with the signer perspective, looking at their
own hands. There are also symbols to represent palm, back
and hand side. The articulation space is represented in
SignWriting using arrows.

C. HamNoSys

A later system, HamNoSys [12], was first made publicly
available in 1989 and consists of about 200 symbols covering
the parameters of hand shape, location and movement, like
Stokoe Notation. HamNoSys is still being improved and
extended, and it is possible to note down facial expressions,
but their development is not finished yet.

The eSign [7] project uses an XML-based scripting
notation, SiGML, based in HamNoSys. The project presents a

web browser plug-in to animate signs using an avatar-
independent scripting notation. Nevertheless, SiGML has
some limitations. There are some omitted information, such as
default locations of sign articulation and the duration of each
movement, specified on SiGML merely as fast, slow, or
ordinary speed [6]. In real situations, speed may vary during
the signing, for example, to assign intonation. In this case, a
sign can start running at normal speed and have fast speed at
the end of articulation. This issue will be treated on this work.

I1I. TRANSCRIPTION

A.  Xml and diagrams

Digital information provided in sign language is not
common. Sign language can be displayed using video.
However, this is not an appropriate alternative for
computational environment. Kennaway [6] shows that the
traditional transcription systems were not created to virtual
animation purposes.

This work addresses a transcription system for sign
languages for virtual 3D agents implementation. The main
challenge is to develop a model that represents the signs
without having to store all existing gestures combinations,
which would certainly result in a combinatorial explosion and
make the work impossible.

The transcription system proposed in this paper considers
the following main limitations of previous approaches:
movement speed, sign concatenation, sequentiality and non-
manual expressions. Moreover, the information was grouped
hierarchically using XML (eXtensible Markup Language)
files, which have the advantages below:

e Are text files, editable in any simple text editor.

e Are hierarchical files, validated and consolidated.
e Low cost. Existence of free editors and validators.
o Are files easy to share and store.

To facilitate comprehension, the XML description is
illustrated by UML diagrams. Each XML element is
represented in diagram as a class. The cardinality between
classes means how many times the element may appear in the
document. Each attribute is illustrated as a class attribute. The
possible values that attributes can assume will be written
immediately in front of the attribute name and may refer to a
set of values, for example, 0,..,10, and preceded by the equal
sign (=), or a value type, string or integer, preceded by a colon
sign (2).

B.  Notation

As mentioned above, Stokoe identified three aspects: hand
shape, location and movement. Later, Battison [1] and
Friedman [4] identified the palm orientation, which already
existed in Stokoe original notation system, but with secondary
importance. Klima and Bellugi [8] identified the hands
arrangement, which hand holds the sign and if in active or
passive form. Liddell and Johnson [11] grouped the
movements in local and global. The work of Battison [2] has
two restrictions that significantly limit the number of possible
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combinations of signs articulated with two hands: symmetry
and dominance conditions. Symmetry condition states that
when both hands move independently, they will have the same
hand shape, place, orientation and movement. Dominance
condition states that if the two hands have different hand
shapes, then the weak hand will be passive. Liddell [10]
argued that any sign is composed of movements and/or holds.
Hold is the moment when hand shape, location and palm
orientation are the same, that is, when the hands are stooped.
Holds can be joined by movements, with the displacement of
the hands in space.

Based on Liddell studies, the notation presented here first
grouped information in two parts: hold and globalMovement
(Fig.1). The hold element has three children: rightHand,
leftHand and face. The number attribute is used to store
sequentiality information, and order the holds and movements
that compose the sign.

Each hand has four children: handConfiguration, location,
orientation and localMovement (Fig.2). The leftHand has
additional symmetry attribute, which is set to yes when the
sign has the symmetry condition.

The handConfiguration element describes hand shapes and
has only one attribute, preDefined. There are most commonly
used hand configurations in sign languages, so a set of pre-
defined hand shape was created, but this set can increase if
necessary.

Element /ocation (Fig.3) describes the region where signs
are articulated, and can be set as a point in space (Fig.4), or as
a contact point, which can be with other hand (Fig.5), body
(Fig.6) or face (Fig.7). When location is omitted, the sign will
be articulated in front of body.

sign

string

N e

globalMovement

name ;

M LS

hold

number: 1nteger

AN,

rightHand | |face| |leftHand

Fig.1. Hierarchical description of signs.

rightHand

| handConfiguration I |Iocation| | orientation | IocaIMovementl
| preDefined = A; B; C;..l L I L 11 1

Fig.2. Hand description.

contact

space

vertical: integer
horizontal: integer]

lecall: Llecations
localz: locations

Fig.3. Location description.

HH/T ;'W

Fig.6. Contact points in body[11].

Fig. 7. Contact points in face [11].

Palm orientation is an important aspect, that in some cases
distinguishes two signs. Like in SignWriting, the orientation
element considers the signer is looking at her own hands, from
her perspective (Fig.8). Orientation forearm attribute can be
horizontal (Fig.9) or vertical (Fig.10). The palm attribute
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describes the hand palm. Thus, when palm is equal to up, the
palm is visible to the signer. rSide means that palm is turned to
right side, with the back facing left, and in /Side, back is
facing right. Finally, when palm is down, palm hand is facing
down.

A sign may have zero or more movements. The movements
are divided into two main groups: local and global. Local
movements are made with the fingers, wrist or forearm, where
the hands location in space does not change (Fig.11).

Elements wrist and forearm have four movement types:

e down: from rest position, wrist (or forearm) rotates
down
e up: from rest position, wrist (or forearm) rotates up.
e downUP: down movement followed by up movement.
e upDown: up movement followed by down movement.
Element fingers has following movement types:
proximal joints open.
proximal joints close.
proximal joints open and close (together).
proximal joints close and open (together).
proximal joints open and close alternating.
proximal joints close and open alternating.
distal joints open.
distal joints close.
distal joints open and close.
distal joints close and open.
rub.
circular clockwise.
e circular counterclockwise.

The fingers element has the following empty children
elements: thumb, index, middle, ring and little, indicating
which fingers articulate the movement.

orientation

forearm =
palm =

vertical; horizontal
up; rSide; down; 1lSide
Fig. 8. Hand orientation.

e

Fig. 9. Horizontal palm orientation [15].

Fig. 10. Vertical palm orientation [15].

localMovement

0.1
forearm fingers wrist
Type: typesl type: types2 type: typesl
repeat: integer|| repeat: integer|| repeat: integer

thumbﬁﬁmiddle |i ringl little |

Fig. 11. Local movement.

globalMovement

Fig. 12. Global movement.

number: integer
orientation = vertical; horizontal
movement
hands
speed = normal; fast; slow
finalSpeed = normal; speeding; deceleration
repeat: integer
retorna = yes; no
w0.n

contact

starts = beginin; middle; end

type = beat; touch; brush; rub; pick

locall: locatiens

local2: lecations

dynamic: locallToLocal2; local2ToLocall; meet|

The repeat attribute is used to describe how many times the
movement is repeated. If its value is 0, the motion occurs and
the hand does not return to its resting place. If repeat attribute
is equal to 1, the movement back to its resting place, before
move. If repeat value is 2, the hand makes the movement, go
back to rest place, and makes the movement again, and so on.

Notice that it is possible to describe many local movements
for the same hold. This gives flexibility to notation, since you

can move wrist and fingers at the same time.
Facial expressions have nine attributes, as follows:
e forehead: furrowed.

cheeks: stewed, sucked, tight, blow.
nose: frown.

folds around the mouth.
e tongue: visible inside the mouth.

eyebrow: up, straight, down, up inside, down inside.
eyes: open, squeezed, closed, half open, wide open.
look: up, up and side, sideways, down, down and side.

mouth: closed, closed smile, smile, yawn, kiss, tense,

o teeth: above touching the lower lip, lower lip touching.

The face predefined attribute was created to carry values
like happy, sad or angry. This attribute can be used when high
accuracy is not necessary, that is, describe facial expression
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just as happy or unhappy is enough for a good articulation.

Global movement (Fig.12) is trajectory between two holds,
in the same sign. The movement direction can be vertical or
horizontal, described by orientation attribute. The move
attribute can be circular (clockwise or counterclockwise),
halfCircle (clockwise or counterclockwise), straight (right,
left, back, front) or zigzag (from right and front, from right
and back, from left and front, from left and back.).

The hands attribute describes the dynamics of movement,
how the movement is performed, with one or two hands,
alternate, consecutive, simultaneous or mirrored.

Possible values for hands attribute are:

e right: only right hand moves.

e Jeft: only left hand moves.

o simultaneous: both hands move together.

e alternate: both hands move alternately, for example,
right hand moves in the opposite direction to the left
hand.

e consecutiveR: hand A moves while hand B is stopped.
Then hand B moves while hand A is stopped. Right
hand moves first.

e consecutiveL: same as consecutiveR, left hand moves
first.

e mirror: both hands move in mirrored movements.

o mirroredConsecutiveR: both hands move in mirrored
movements, one at a time. Right hand moves first.

o mirroredConsecutivelL: same as
mirroredConsecutiveR, but left hand moves first.

GlobalMovement speed attribute can be fast, slow or
normal. When not filled, the attribute value is considered
normal. The movement may have its speed changed during
sign articulation, setting final attribute.

It is possible to add contact during global movement,
described with child element contact of element
globalMovement. The time attribute is the moment which
contact is made. Contact #ype attribute can have the following
values: beat, touch, brush, rub (move, and remains on the
surface) and pick. The attributes locall and local2 refer to
contact points with the hand (Fig.5), body (Fig.6) or face
(Fig.7), identical to those used in the description of the
location element. Contact can occurs from one location to
another or between two places. The dynamic attribute defines
how the contact occurs, and its values can be locall ToLocal2,
local2ToLocall or meet.

The repeat attribute, as well as in the local movement, is
used to describe how many times the movement is repeated. If
0, the movement occurs and the hand does not return to their
resting place. If 1, the hands came back to their resting place,
before the movement. If repeat value is 2, the hands make the
movement, go back to rest place, and make the movement
again, and so on.

The notation system presented above describes isolated signs.
However it is also necessary to describe
sentence

L
sign |concatenate| |ho|dl globalMovement
name = string L ) I d
omit = right; left|
(2] 8.n 8..n
sign |ho|d| | globalMovement
name = string L 1L ']
omit = right; lefy

Fig.13. Sentence description.

whole sentences. Thus, some further problems arises, as signs
concatenation (omission of parts of signs), and articulations
that have no corresponding sign. The diagram in Fig.13
illustrates a sentence description.

The sentence element has four children elements:

e sign: to cite a signal has been described

e concatenate: allows the concatenation of a sign with
another sign or suspension. Everything that is inside
this element will be played at the same time.

e hold: when the suspension does not correspond to any
known, it can be described in one sentence as an
isolated suspension.

e globalMovement: when the movement does not
correspond to any known, it can be described in one
sentence as an isolated move.

Important information for virtual avatar animation, which
does not appear in the existing notations, is sign
concatenation. Instead, traditional transcription systems
usually represent signs separately. But for a computational
articulation, the way sign is placed in the sentence context
must also be interpreted. The sign concatenation occurs when
parts of a sign is omitted with the overlap of another sign. For
example, it may occurs the A sign starts before the end of B
sign, occurring overlap of these signals.

The concatenate element has three children elements:

o sign: reference to a sign.

e hold: description of an isolated.

e globalMovement: description of a movement.

IV. TRANSCRIPTION EXAMPLES

To illustrate the system transcription, the sign “computer”
of Libras (Brazilian Sign Language) will be described. The
sign computer is articulated with both hands, mirrored, and C
hand shape. Circular clockwise global movement with right
hand is articulated, and left hand movement is mirrored. The
XML below describes sign “computer”:
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<sign name="computer’”>
<hold number="1">

<rightHand>
<handConfiguration predefined="c”/>
<location>
<space vertical="3" horizontal="3">
</location>
<orientation forearm=""vertical” palm="down”/>
</rightHand>
<leftHand symmetry="yes”/>
</hold>
<globalMovement number="1"  orientation="vertical”

movement="circularClock” hands="mirror” repeat="2"/>
</sign>

The sign “computer” in ASL is quiet similar, but with a
slightly different hand shape.
Two sentences are described to illustrate the transcription of
content. The first sentence is "He's crying because the ball is
gone away", with the following XML:

<sentence>
<sign name="he”/>
<sign name ="cry”’/>
<sign name ="because”/>
<sign name ="ball”/>
<sign name ="away”’/>
</sentence >

This sentence is just a sequence of signs. Another example
show sign concatenation. An example of concatenation in
sentences is the description of situations that occur
simultaneously. For example, the bike sign is articulated with
both hands closed and circular mirrored movement, as if
holding the handlebars of the bicycle, but making the movement
of the pedals. To articulate the sentence: “While riding his
bicycle, his hat felt off.”, the bike sign can the concatenated with
the movement of hat falling from head. The two hands of bike
sign is mirrored, so one of them can be omitted and articulate
the sign corresponding of dropping hat from head, indicating
that his hat felt off his head while he was riding his bicycle. The
XML that describes this sentence is:

< sentence >
<sign name="bike”>
<concatenate>
<sign name="bike” omit="right”/>
<hold> (describe articulation of hat falling from head)
</hold>
</concatenate >
</sentence >

With two signs the whole sentence is articulated. However,
the articulation of this two signs separately, in sequential
order, does not achieve the same meaning.

V. CONCLUSION

This work presented an XML transcription system for sign
languages. Describe signs in written form is nontrivial task.
Existing transcription systems were not designed to computer
animation purposes. The work presented here aims to record
most relevant information for sign language computer
playback. Thus, it is possible to increase the computational
accessibility to deaf people, improving human-computer
interaction for these users. It is important to highlight the
multidisciplinary nature of this work, since the detailed study
of sign aspects may help in linguistic studies of sign
languages.

The examples mentioned above describe Libras signs. Next
work is to extend the descriptions for ASL signs, in an attempt
to prove that the transcription system is suitable for any sign
language.
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Unbiased Statistics of a Constraint Satisfaction
Problem — a Controlled-Bias Generator
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Abstract: We show that estimating the complexity (mean and
distribution) of the instances of a fixed size Constraint Satisfaction
Problem (CSP) can be very hard. We deal with the main two
aspects of the problem: defining a measure of complexity and
generating random unbiased instances. For the first problem, we
rely on a general framework and a measure of complexity we
presented at CISSE08. For the generation problem, we restrict our
analysis to the Sudoku example and we provide a solution that also
explains why it is so difficult.

Keywords: constraint satisfaction problem, modelling and simulation,
unbiased statistics, Sudoku puzzle generation, Sudoku rating.

I. INTRODUCTION

Constraint Satisfaction Problems (CSP) constitute a very
general class of problems. A finite CSP is defined by a finite
number of variables with values in fixed finite domains and a
finite set of constraints (i.e. of relations they must satisfy); it
consists of finding a value for each of these variables, such that
they globally satisfy all the constraints. General solving methods
are known [1, 2]. Most of these methods combine a blind search
algorithm (also called depth-first or breadth-first structured
search, Trial and Error with Guessing, ...) with some form of
pattern-based pruning of the search graph.

In [3, 4, 5], we introduced a new general framework, based on
the idea of a constructive, fully pattern-based solution and on the
concepts of a candidate (a value not yet known to be impossible)
and a resolution rule (which allows to progressively eliminate
candidates). In [6], we introduced several additional notions,
also valid for any CSP, such as those of a chain and a whip, and
we showed how these patterns lead to general and powerful
kinds of resolution rules.

The present paper relies on these general concepts (that are
briefly recalled in order to make it as self-contained as possible)
to analyse another question: how can we define a measure of
complexity for the instances of a given “fixed size” CSP and
how can we estimate the statistical distribution of this
complexity measure? As yet, this question has received little
interest and it could hardly have, because any method allowing
blind search will rely on chance and hide the complexity of the
various instances. With our constructive resolution approach, we
can define a realistic mesure of complexity.

91

It should be clear that the above question is independent of
a widely investigated problem, the NP-completeness of some
types of CSPs. NP-completeness [7] supposes the CSP has a
parameter (such as the size of a Sudoku grid: 9x9, 16x16; or
the number of resources and tasks in a resource allocation
problem) and one concentrates on worst case analysis as a
function of this parameter. Here, on the contrary, we fix this
parameter (if any), we consider the various instances of this
fixed size CSP (e.g. all the 9x9 Sudoku puzzles) and we are
more interested in mean case than in worst case analysis.

II. MINIMAL INSTANCES

Instances of a fixed size CSP are defined by their givens (or
clues): a given is a value pre-assigned to a variable of the
CSP.

Instances of a CSP with several solutions cannot be solved
in a purely constructive way: at some point, some choice must
be made. Such under-constrained instances can be considered
as ill-posed problems. We therefore concentrate on instances
with a single solution.

It should also be obvious that, given an instance of a CSP,
the more givens are added to it, the easier the resulting
instances should become — the limit being when all the non
given variables have only one possible value. This leads to the
following definition: an instance of a CSP is called minimal if
it has one and only one solution and it would have several
solutions if any of its givens was deleted.

In statistical analyses, only samples of minimal instances
are meaningful because adding extra givens would multiply
the number of easy instances. We shall show that building
random unbiased samples of minimal instances may be very
hard.

III. ZT-WHIPS AND THE ASSOCIATED MEASURE OF COMPLEXITY

The following definitions were introduced in [3], in the
Sudoku context, and generalised to the general CSP in [6].

Definition: two different candidates of a CSP are /inked by
a direct contradiction (or simply linked) if one of the
constraints of the CSP directly prevents them from being true
at the same time in any state in which they are present (the
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fact that this notion does not depend on the state is fundamental).
If two candidates are not linked, they are said compatible.

For any CSP, two different candidates for the same variable
are always linked; but there may be additional direct
contradictions; as expliciting them is part of modelling the CSP,
we consider them as given with the CSP.

In Sudoku, two different candidates njric; and npr.c, are
linked if: (n; # n, & ric; = r5¢,) or (n; = np & share-a-unit(rcy,
1,¢;)), where “share-a-unit” means “in the same row or in the
same column or in the same block”.

A. zt-whips in a general CSP

Definition: given a candidate Z (which will be called the
target), a z&-whip of length n built on Z is a sequence L;, R, L,,
R, ... Ly, of 2n-1 (notice that there is no R,) different candidates
(alternatively called left-linking and right-linking candidates) for
possibly different variables, such that, additionally:

for any 1 <k <n, L is linked to Ry, (setting Ry = Z),

for any 1 < k < n, Ly and Ry are candidates for the same
variable (and they are therefore linked),

Ry is the only candidate for this variable compatible with Z
and with the previous right-linking candidates (i.e. with all the
R;, for j <k),

for the same variable as L,, there is no candidate compatible
with the target and the previous right-linking candidates.

zt-whip theorem for a general CSP: in any knowledge state
of any CSP, if Z is a target of a zt- whip of any length, then it
can be eliminated (formally, this rule concludes —Z). The proof
was given in [6].

B. The ZT measure of complexity

For any CSP, we are now in a position to define an increasing
sequence of theories (i.e. sets of resolution rules) based on zt-
whips, an increasing sequence of sets of minimal puzzles solved
by these theories and a rating for these instances:

L, is the set of resolution rules expressing the propagation of
constraints (elimination of candidates due to the presence of a
value for a variable) and of resolution rules asserting values for
variables that have a unique candidate left;

for any n>0, L, is the union of L, with set of resolution rules
for whips of length <n.

BERTHIER

as there can be no confusion between sets of rules and sets
of instances, L, is also used to name the set of minimal
instances of the CSP that can be solved with rules in L,;

given an instance of a CSP, its ZT rating is defined as the
smallest n such that this instance is in L,.

In Sudoku, the zt-rating has a nice structural property: it is
invariant under the (n, r, c¢) natural super-symmetries of the
game, i.e two puzzles that are isomorphic under any of these
symmetries have the same zt-rating. For this reason, we
named zt-whips nrczt-whips [4, 5] and the zt-rating NRCZT.

There was an anterior measure of complexity, the SER,
based on a very different approach and compatible with the
players intuition of complexity, but not invariant under
symmetries. It appears that the correlation coefficient
(computed on several collections of a million puzzles each)
between the NRCZT and the SER is always high: 0.895.

Finally, there is also a very good correlation between the
NRCZT and the logarithm of the number of partial whips
used in the resolution process: 0.946. This number is an
intuitive measure of complexity, because it indicates among
how many useless whips the useful ones must be found.

These two properties show that the NRCZT rating is a good
(logarithmic) measure of complexity, from both theoretical
and pragmatic points of view. We can therefore conclude that
the first task we had set forth is accomplished.

C. First statistical results for the Sudoku nrczt-whips

In the Sudoku case, we have programmed all the rules for
nrczt-whips in our SudoRules solver, a knowledge based
system, running indifferently on the CLIPS [8] or the JESS
[9] inference engine.

The following statistics are relative to a sample of one
million puzzles obtained with the suexg [10] top-down
random generator. This was our first, naive approach to the
generation problem: using a generator of random minimal
puzzles widely available and used by the Sudoku community.

Row 2 of Table 1 below gives the number of puzzles with
NRCZT rating n. Row 3 gives the total number of puzzles
solved when whips of length < n (corresponding to resolution
theory L,) are allowed. This shows that more than 99% of the
puzzles can be solved with whips of length < 5 and more than
99.9% with whips of length < 7. But there remain a few
exceptional cases with much larger complexity.

0 1 2 3 4 5 6 7 8 9 10 11 12 13
417,624 | 120,618 | 138,371 | 168,562 | 122,946 | 24,187 | 5511 1,514 473 130 38 15 9 2
417,624 | 538,242 | 676,613 | 845,175 | 968,121 | 992,308 | 997.819 | 999,333 | 999,806 | 999.936 | 999,974 | 999,989 | 999,998 | 1,000,000

Table 1: Number of puzzles in 1,000,000 with NRCZT rating n (row2) and solved with nrczt-whips of length < n (row 3).
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IV. STANDARD TOP-DOWN AND BOTTOM-UP GENERATORS

A little after the above results were obtained, additional
statistics led to suspect that the top-down suexg generator may
have some bias. There is a very simple procedure for generating

an unbiased Sudoku puzzle:

1) generate a random complete grid P;

2) for each <cell 1in P, delete its
probability %, thus obtaining a puzzle Q;
3)if Q is minimal, return it, otherwise goto 1.

Unfortunately, the probability of getting a valid puzzle this
way is infinitesimal and one has to rely on other generators.
Before going further, we introduce the two classical algorithms
for generating minimal puzzles: bottom-up and top-down.

value with

A. The classical bottom-up and top-down generators [12]
A standard bottom-up generator works as follows to produce
one minimal puzzle (it has to be iterated n times to produce n

minimal puzzles):

1) start from an empty grid P

2a) in P, randomly choose an undecided cell and a
value for it, thus getting a puzzle Q;

2b) if Q is minimal, return it and exit;

2b) if Q has several solutions, set P = Q and GOTO 2a;
2c) if Q has no solutions, then goto 2a (i.e.
backtrack, forget Q and try another cell).

A standard top-down generator works as follows to produce
one minimal puzzle (it has to be iterated n times to produce n

minimal puzzles):

1) choose randomly a complete grid P;

2a) choose one clue randomly from P and delete it,
thus obtaining a puzzle P2;

2b) if P2 has several solutions, GOTO 2a (i.e.
reinsert the clue Jjust deleted and try deleting
another) ;

2c) if P2 is minimal, printout P2 and exit the whole
procedure;

2d) otherwise (the puzzle has more than one solution),
set P=P2 and GOTO 2a.

Clause 2c¢ in the bottom-up case and clause 2b in the top-down
case make any analysis very difficlut. Moroever, it seems that
they also cause the generator to look for puzzles with fewer
clues. It may thus be suspected of introducing a strong,
uncontrolled bias with respect to the number of clues.

C. Existence of a bias and a (weak) correlation

The existence of a (as yet non measurable) bias in the
number-of-clues distribution may in itself introduce a bias in the
distribution of complexities (measured by the NRCZT or SER
ratings). This bias may not be very large, as the correlation
coefficient between the number of clues and the NRCZT or the
SER was estimated (on our 1,000,000-puzzle sample) to be only
0.12. But it cannot be completely neglected either because it is
an indication that other kinds of bias, with a potentially larger
impact, may be present in these generators.

V. A CONTROLLED-BIAS GENERATOR

No generator of minimal puzzles is currently guaranteed to
have no bias and building such a generator with reasonable
computation times seems out of reach.

We therefore decided to proceed differently: taking the
generators (more or less) as they are and applying corrections
for the bias, if we can estimate it.

The method was inspired by what is done in cameras:
instead of complex optimisations of the lenses to reduce
typical anomalies (such as chromatic aberration, purple
fringing, barrel or pincushion distortion...) — optimisations
that lead to large and expensive lenses —, some camera makers
now accept a small amount of these in the lenses and they
correct the result in real time with dedicated software before
recording the photo.

The main question was then: can we determine the bias of
the classical top-down or bottom-up generators? Once again,
the answer was negative. But there appears to be a medium
way between “improving the lens” and “correcting its small
defects by software”: we devised a modification of the top-
down generators such that it allows a precise mathematical
computation of the bias.

A. Definition of the controlled-bias generator

Consider the following, modified top-down generator, the
controlled-bias generator; the procedure described below
produces one minimal puzzle (it has to be iterated n times to

produce n minimal puzzles):

1) choose randomly a complete grid P;

2a) choose one clue randomly from P and delete it,
set P2 = the resulting puzzle;

2b) if P2 has several solutions,
restart with another complete grid);
2c) if P2 is minimal, printout P2 and exit the whole
procedure;

2d) otherwise (the puzzle has
solution), set P=P2 and GOTO 2a

GOTO 1 (i.e.

more than one

The only difference with the top-down algorithm is in
clause 2b: if a multi-solution puzzle is encountered, instead of
backtracking to the previous state, the current complete grid is
merely discarded and the search for a minimal puzzle is
restarted with another complete grid.

Notice that, contrary to the standard bottom-up or top-down
generators, which produce one minimal puzzle per complete
grid, the controlled-bias generator will generally use several
complete grids before it outputs a minimal puzzle. The
efficiency question is: how many? Experimentations show
that many complete grids (approximately 250,000 in the
mean) are necessary before a minimal puzzle is reached. But
this question is about the efficiency of the generator, it is not a
conceptual problem.
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The controlled-bias generator has the same output and will
therefore produce minimal puzzles according to the same

probability distribution as its following “virtual” counterpart:
Repeat until a minimal puzzle has been printed:
1) choose randomly a complete grid P;
2) repeat while P has at least one clue:
2a) choose one clue randomly from P and delete it,
thus obtaining a puzzle P2;
2b) if P2 is minimal, print P2 (but do not exit the
procedure) ;
2c) set P=P2.

The only difference with the controlled-bias generator is that,
once it has found a minimal or a multi-solution puzzle, instead
of exiting, this virtual generator continues along a useless path
until it reaches the empty grid.

But this virtual generator is interesting theoretically because it
works similarly to the random uniform search defined in the next
section and according to the same transition probabilities and it
outputs minimal puzzles according to the probability Pr on the
set B of minimal puzzles defined below.

B. Analysis of the controlled-bias generator

We now build our formal model of this generator.

Let us introduce the notion of a doubly indexed puzzle. We
consider only (single or multi solution) consistent puzzles P. The
double index of a doubly indexed puzzle P has a clear intuitive
meaning: the first index is one of its solution grids and the
second index is a sequence (notice: not a set, but a sequence, i.e.
an ordered set) of clue deletions leading from this solution to P.
In a sense, the double index keeps track of the full generation
process.

Given a doubly indexed puzzle Q, there is an underlying
singly-indexed puzzle: the ordinary puzzle obtained by
forgetting the second index of Q, i.e. by remembering the
solution grid from which it came and by forgetting the order of
the deletions leading from this solution to Q.

Given a doubly indexed puzzle Q, there is also a non indexed
puzzle, obtained by forgetting the two indices.

Notice that, for a single solution doubly indexed puzzle, the
first index is useless as it can be computed from the puzzle; in
this case singly indexed and non indexed are equivalent. In terms
of the generator, it could equivalently output minimal puzzles or
couples (minimal-puzzle, solution).

Consider now the following layered structure (a forest, in the
graph-theoretic sense, i.e. a set of disjoint trees, with branches
pointing downwards), the nodes being (single or multi solution)
doubly indexed puzzles:

- floor 81 : the N different complete solution grids (considered
as puzzles), each indexed by itself and by the empty sequence;
notice that all the puzzles at floor 81 have 81 clues;

- recursive step: given floor n+1 (each doubly indexed puzzle
of which has n+1 clues and is indexed by a complete grid that

solves it and by a sequence of length 81-(n+1)), build floor n
as follows:

each doubly indexed puzzle Q at floor n+1 sprouts n+l
branches; for each clue C in Q, there is a branch leading to a
doubly indexed puzzle R at floor n: R is obtained from Q by
removing clue C; its first index is identical to that of Q and its
second index is the (81-n)-element sequence obtained by
appending C to the end of the second index of Q; notice that
all the doubly indexed puzzles at floor n have n clues and the
length of their second index is equal to 1 + (81-(n+1)) = 81-n.

It is easy to see that, at floor n, each doubly indexed puzzle
has an underlying singly indexed puzzle identical to that of
(81 - n)! doubly indexed puzzles with the same first index at
the same floor (including itself).

This is equivalent to saying that, at any floor n < 81, any
singly indexed puzzle Q can be reached by exactly (81 - n)!
different paths from the top (all of which start necessarily
from the complete grid defined as the first index of Q). These
paths are the (81 - n)! different ways of deleting one by one its
missing 81-n clues from its solution grid.

Notice that this would not be true for non indexed puzzles
that have multiple solutions. This is where the first index is
useful.

Let N be the number of complete grids (N is known to be
close to 6.67x10%', but this is pointless here). At each floor n,
there are N . 81! / n! doubly indexed puzzles and N . 81!/ (81-
n)! / n! singly indexed puzzles. For each n, there is therefore a
uniform probability P(n) = I/N . 1/81! . (81-n)! . n! that a
singly indexed puzzle Q at floor n is reached by a random
(uniform) search starting from one of the complete grids.
What is important here is the ratio:

P(n+l)/P(n)=(m+ 1)/ (81 - n).

This formula is valid globally if we start from all the
complete grids, as above, but it is also valid for all the single
solution puzzles if we start from a single complete grid (just
forget N in the proof above). (Notice however that it is not
valid if we start from a subgrid instead of a complete grid.)

Now, call B the set of (non indexed) minimal puzzles. On
B, all the puzzles are minimal. Any puzzle strictly above B
has redundant clues and a single solution. Notice that, for all
the puzzles on B and above B, singly indexed and non
indexed puzzles are in one-to-one correspondence.

On the set B of minimal puzzles there is a probabily Pr
naturally induced by the different Pn's and it is the probability
that a minimal puzzle Q is output by our controlled-bias
generator. It depends only on the number of clues and it is
defined, up to a multiplicative constant k, by Pr(Q) = k P(n),
if Q has n clues. k must be chosen so that the probabilities of
all the minimal puzzles sum up to 1.
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But we need not know k. What is important here is that, by
construction of Pr on B (a construction which models the
workings of the wvirtual controlled bias generator), the
fundamental relation Pr(n+1) / Pr(n) = (n + 1) / (81 - n) holds
for any two minimal puzzles, with respectively n+1 and n clues.

For n < 41, this relation means that a minimal puzzle with n
clues is more likely to be reached from the top than a minimal
puzzle with n+1 clues. More precisely, we have:

Pr(40) = Pr(41),

Pr(39) = 42/40 . Pr(40),

Pr(38) =43/39 . Pr(39).

Repeated application of the formula gives Pr(24) =
61.11 Pr(30) : a puzzle with 24 clues has ~ 61 more chances of
being output than a puzzle with 30 clues. This is indeed a strong
bias.

A non-biased generator would give the same probability to all
the minimal puzzles. The above relation shows that the
controlled bias generator:

- is unbiased when restricted (by filtering its output) to n-
clue puzzles, for any fixed n,

- is biased towards puzzles with fewer clues,

- this bias is well known.

As we know precisely the bias with respect to uniformity, we
can correct it easily by applying correction factors cf(n) to the
probabilities on B. Only the relative values of the cf(n) is
important: they satisfy cf(n+1) / cf(n) = (81 - n) / (n + 1).
Mathematically, after normalisation, cf is just the relative
density of the uniform distribution on B with respect to the
probability distribution Pr.

This analysis also shows that a classical top-down generator
is still more strongly biased towards puzzles with fewer clues
because, instead of discarding the current path when it meets a
multi-solution puzzle, it backtracks to the previous floor and
tries again to go deeper.

C. Computing unbiased means and standard deviations using a
controlled-bias generator

In practice, how can one compute unbiased statistics of
minimal puzzles based on a (large) sample produced by a
controlled-bias generator? Consider any random variable X
defined (at least) on minimal puzzles. Define: on(n) = the
number of n-clue puzzles in the sample, E(X, n) = the mean
value of X for n-clue puzzles in the sample and sd(X, n) = the
standard deviation of X for n-clue puzzles in the sample.

The (raw) mean of X is classically estimated as: sum[E(X, n) .
on(n)] / sum[on(n)].

The corrected, unbiased mean of X must be estimated as (this
is a mere weighted average):

unbiased-mean(X) =
sum[E(X, n).on(n).cf(n)] / sumfon(n).cf(n)].

Similarly, the raw standard deviation of X is classically
estimated as: sqrt{sum[sd(X, n)* . on(n)] / sumon(n)]}.

And the unbiased standard deviation of X must be
estimated as (this is merely the standard deviation for a
weighted average):
unbiased-sd(X) =

sqrt{sum{sd(X, n)>.on(n). cf(n)] / sumfon(n).cf(n)]}.

These formule show that the cf(n) sequence needs to be
defined only modulo a multiplicative factor.

It is convenient to choose cf(26) = 1. This gives the
following sequence of correction factors (in the range n = 19-
31, which includes all the puzzles of all the samples we have
obtained with all the random generators considered here):

[0.00134 0.00415 0.0120 0.0329 0.0843 0.204 0.464 1

2.037 3.929 7.180 12.445 20.474]

It may be shocking to consider that 30-clue puzzles in a
sample must be given a weight 61 times greater than a 24-clue
puzzle, but it is a fact. As a result of this strong bias of the
controlled-bias generator (strong but known and smaller than
the other generators), unbiased statistics for the mean number
of clues of minimal puzzles (and any variable correlated with
this number) must rely on extremely large samples with
sufficiently many 29-clue and 30-clue puzzles.

D. Implementation, experimentations and optimisations of the
controlled-bias generator

Once this algorithm was defined, it was easily implemented
by a simple modification of the top-down suexg— call it
suexg-cb. The modified generator, even after some
optimisations, is much slower than the original one, but the
purpose here is not speed, it is controlled bias.

V. COMPARISON OF RESULTS FOR DIFFERENT GENERATORS

All the results below rely on very large samples. Real
values are estimated according to the controlled-bias theory.

A. Complexity as a function of the generator

Generator | bottom-up | top-down ctr-bias real

sample size | 1,000,000 | 1,000,000 | 5,926,343
SER mean 3.50 3.77 4.29 4.73
std dev 2.33 2.42 2.48 2.49
INRCZT mean| 1.80 1.94 2.22 2.45
std dev 1.24 1.29 1.35 1.39

Table 2: SER and NRCZT means and standard deviations for bottom-up,

top-down, controlled-bias generators and real estimated values.

www.manaraa.



96 BERTHIER

0 1 2 3 4 5 6 7 8 9 10 11 12-16

bottom-up | 46.27 13.32 | 12.36 | 15.17 | 10.18 1.98 0.49 0.19 0.020 | 0.010 0* 0.01 * 0*
top-down 41.76 | 12.06 | 13.84 | 16.86 | 12.29 2.42 0.55 0.15 0.047 | 0.013 | 3.8¢-3 | 1.5¢-3 1.1e-3
ctr-bias 35.08 9.82 13.05 | 20.03 17.37 3.56 0.79 0.21 0.055 | 0.015 | 44e-3 | 1.2¢-3 | 4.3e-4
real 29.17 8.44 12.61 | 22.26 | 21.39 4.67 1.07 0.29 0.072 | 0.020 | 5.5¢-3 | 1.5e-3 | S.4e-4

Table 3: The NRCZT-rating distribution (in %) for different kinds of generators, compared to the real distribution.

Table 2 shows that the mean (NRCZT or SER) complexity of
minimal puzzles depends strongly on the type of generator used
to produce them and that all the generators give rise to mean
complexity below the real values.

Table 3 expresses the NRCZT complexity bias of the three
kinds of generators. All these distributions have the same two
modes, at levels 0 and 3, as the real distribution. But, when one
moves from bottom-up to top-down to controlled-bias to real,
the mass of the distribution moves progressively to the right.
This displacement towards higher complexity occurs mainly at
the first nrezt-levels, after which it is only very slight.

B. Number-of-clues distribution as a function of the generator

Table 4 partially explains Tables 2 and 3. More precisely, it
explains why there is a strong complexity bias in the samples
produced by the bottom-up and top-down generators, in spite of
the weak correlation coefficient between the number of clues
and the (SER or NRCZT) complexity of a puzzle: the bias with
respect to the number of clues is very strong in these generators;
controlled-bias, top-down and bottom-up are increasingly
biased towards easier puzzles with fewer clues.

#clues  |bottom-up % top-down %| ctr-bias % real %
20 0.028 0.0044 0.0 0.0
21 0.856 0.24 0.0030 0.000034
22 8.24 3.45 0.11 0.0034
23 27.67 17.25 1.87 0.149
24 36.38 34.23 11.85 2.28
25 20.59 29.78 30.59 13.42
26 5.45 12.21 33.82 31.94
27 0.72 2.53 17.01 32.74
28 0.054 0.27 4.17 15.48
29 0.0024 0.017 0.52 3.56
30 0 0.001 0.035 0.41
31 0 0 0.0012 0.022
mean  |23.87 24.38 25.667 26.577
std-dev  [1.08 1.12 1.116 1.116

Table 4: Number-of-clues distribution (%) for the bottom-up, top-down and

controlled-bias generators and real estimated values.

VI. STABILITY OF THE CLASSIFICATION RESULTS

A. Insensivity of the controlled-bias generator to the source of
complete grids
There remains a final question: do the above results depend
on the source of complete grids. Until now, we have done as if
this was not a problem. But producing unbiased collections of
complete grids, necessary in the first step of all the puzzle
generators, is all but obvious. It is known that there are 6.67 x
10*' complete grids; it is therefore impossible to have a
generator scan them all. Up to isomorphisms, there are “only”
5.47 x 10° complete grids, but this remains a very large
number and storing them would require about 500 Gigabytes.
Very recently, a collection of all the (equivalence classes
of) complete grids became available in a compressed format
(6 Gb); at the same time, a real time decompressor became
available. Both were provided by Glenn Fowler. All the
results reported above for the controlled bias generator were
obtained with this a priori unbiased source of complete grids.
Before this, all the generators we tried had a first phase
consisting of creating a complete grid and this is where some
type of bias could slip in. Nevertheless, several sources of
complete grids based on very different generation principles
were tested and the classification results remained very stable.
The insensitivity of the controlled-bias generator to the
source of complete grids can be understood intuitively: it
deletes in the mean two thirds of the initial grid data and any
structure that might be present in the complete grids and cause
a bias is washed away by the deletion phase.

B. Insensivity of the classification results to the choice of
whips or braids

In [6], in addition to the notion of a zt-whip, we introduced
the apparently much more general notion of a zt-braid, to
which a B-NRCZT rating can be associated in the same way
as the NRCZT rating was associated to zt-whips. The above
statistical results are unchanged when NRCZT is replaced by
B-NRCZT. Indeed, in 10,000 puzzles tested, only 20 have
different NRCZT and B-NRCZT ratings. The NRCZT rating
is thus a good approximation of the (harder to compute) B-
NRCZT rating.
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One can also get, still with 0.065% relative error: after
multiplying by the number of complete grids (known to be
6,670,903,752,021,072,936,960 [13]), the total number of
minimal Sudoku puzzles: 3.1055¢+37; after multiplying by
the number of non isomorphic complete grids (known to be

VII. COLLATERAL RESULTS

The number of minimal Sudoku puzzles has been a
longstanding open question. We can now provide precise
estimates for the mean number of n-clue minimal puzzles per
complete grid and for the total number (Table 5).

5,472,730,538 [14]), the total number of non isomorphic
minimal Sudoku puzzles: 2.5477e+25.

number of clues number of n-clue | number of n-clue
minimal puzzles | minimal puzzles VIIL. CONCLUSION
per complete grid: | per complete grid:
mean relative error The results reported in this paper rely on several months of
(=1 std dev) (3 GHz) CPU time. They show that building unbiased samples
20 6.152¢+6 70.7% of a CSP and obtaining unbiased statistics can be very hard.
1 1.4654¢+9 7.81% Although we presented them, for definiteness, in the
2 1.6208¢+12 1.23% specific context of the Sudoku CSP, the sample generation
23 6.88270+12 030% methods described here (bottom-up, top-down and controlled-
2 106370114 0.12% bias) could be extended to many CSPs. The specific
24 60495014 0.074% P(n+1)/P(n) formula proven for the controlled-bias generator
2 | 48550115 0.071% will not hold in general, but the general approach can in many
- - cases help understand the existence of a very strong bias in the
27 1.5228¢+15 0.10% samples. Even in the very structured and apparently simple
;g Zzggieii: 8?23’ Sudoku domain, none of this was clear before the present
. S . (J :
30 1.9277e+13 2.2% analysis
31 1.1240e+12 11.6% REFERENCES
32 4.7465e+10 70.7%
Total 4.6655¢+15 0.065% [1] E.P.K. Tsang, Foundations of Constraint Satisfaction, Academic Press,

Table 5: Mean number of n-clue minimal puzzles per complete grid

Another number of interest is the mean proportion of n-clue
minimal puzzles among the n-clue subgrids of a complete
grids. Its inverse is the mean number of tries one should do to
find an n-clue minimal by randomly deleting 81-n clues from a
complete grid. It is given by Table 6.

1993.
[2] HW. Guesgen & J. Herztberg, A Perspective of Constraint-Based
Reasoning, Lecture Notes in Artificial Intelligence, Springer, 1992.
[3] D. Berthier: The Hidden Logic of Sudoku, Lulu.com, May 2007.
[4] D. Berthier: The Hidden Logic of Sudoku (Second Edition), Lulu.com
Publishers, December 2007.
[5] D. Berthier: From Constraints to Resolution Rules; Part I: conceptual
CISSE08/SCSS,

Computer, Information,

framework, International ~ Joint  Conferences on

and System Sciences, and Engineering,

number of clues mean number of tries Decemb.er 4-12,2009. ) . ) )

20 7 6306e+11 [6] D. Bﬂenh1er: Fz)?;é)nét;;;;;;;?;;ol[unon leles;ll;arlt II:Cch;ms, braids,
confluence an, s , International Joint Conferences on

21 9.3056e+9 Computer, Information, and System Sciences, and Engineering,

22 2.2946¢+8 December 4-12, 2009,

23 1.3861et7 [7]1 M. Gary & D. Johnson, Computers and Intractability: A Guide to the

24 2.1675e+6 Theory of NP-Completeness, Freeman, 1979.

24 8.4111e+5 [8] G. Riley, CLIPS online documentation, http://clipsrules.sourceforge.net/

26 7.6216e+5 OnlineDocs.html, 2008.

27 1.5145¢e+6 [9] E.J. Friedmann-Hill, JESS Manual, http://wwwjessrules.com/jess/docs/

28 6.1721e+6 71,2008, ' B

29 4850707 [10]G. Stertenbrink, suexg, http://www.setbb.com/phpb/viewtopic.php?t=206
&mforum=sudoku, 2005.

30 7.3090e+8 [11]B. Felgenhauer & F. Jarvis, Sudoku enumeration problems,

31 2.0623e+10 http://www.afjarvis.staff.shef.ac.uk/sudoku/, 2006.

32 7.6306e+11 [12]E. Russell & F. Jarvis, There are 5472730538 essentially different

Table 6: Inverse of the proportion of n-clue minimals among n-clue subgrids

Sudoku grids, http://www.afjarvis.staff.shef.ac.uk/sudoku/sudgroup.html,
2006.
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Abstract- To measure and improve the productivity of software
developers is one of the greatest challenges faced by software
development companies. Therefore, aiming to help these
companies to identify possible causes that interfere in the
productivity of their teams, we present in this paper a list of 32
factors, extracted from the literature, that influence the
productivity of developers. To obtain the ranking of these factors,
we have applied a questionnaire with developers. In this work,
we present the results: the factors that have the greatest positive
and negative influence on productivity, the factors with no
influence and the most important factors and what influences
them. To finish, we present a comparison of the results obtained
from the literature.

1. INTRODUCTION

One of the fundamental issues facing the software
engineering industry is programmer productivity. Over the
past several years, many studies have demonstrated a wide
disparity in the productivity of similarly experienced
programmers [1].

According to [1], if a company is able to identify the most
productive programmers and eliminate or further train the
least productive, the resulting productivity increases would be
a competitive advantage.

With software development viewed more as an art than a
science, it has been difficult to study the productivity factors,
which affect software projects, and to accurately predict
software development costs. The lack of understanding of
software productivity and productivity measurement methods
has caused confusion in software cost estimation. In order to
improve the quality of a software product, and the productivity
of the development process, accurate measurements of
development costs and productivity factors are required [2].

In the software industry, productivity and quality are
primordial and must be considered simultaneously because the
fact that a professional is able to perform his/her task fast, but
without quality, does not mean that he/she is productive. The
most important, for the issue of productivity, is to perform a
task with quality in the shortest time possible.

For a matter of competitiveness, companies need to
increasingly improve the productivity of their development
teams and, for that, acknowledge the factors that influence
such productivity. However, it is observed that companies
usually do not know these factors and, furthermore, cannot
measure the influence of such factors.

According to [3], basically there are three major stages in the
process of software productivity improvement: measuring,
analyzing, and improving software productivity.
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There are several articles that aim to identify the factors that
have influence on the productivity of developers, but no article
was found that lists a ranking of these factors. Our work aims
to identify the factors that influence the productivity of
developers and to define a ranking.

This article is organized as follows: The second section
presents studies about productivity in the software industry.
The third section presents the survey performed. In the fourth
section, we present the result obtained from applying the
questionnaires. The fifth section presents a comparison of the
result of our survey with existing works. Finally, we finish by
presenting the conclusion.

II.  RELATED WORKS ON PRODUCTIVITY IN THE SOFTWARE INDUSTRY
A. Systematic Review

Since a systematic review aims to reach a higher level of
scientific rigor, we have decided not to do a conventional
literature review, but to do a systematic review [4]. Unlike
conventional literature reviews, in which the researcher does
not follow a defined process, a systematic review is done in a
formal manner, following a pre-defined protocol. This way,
the result tends to be more reliable since it uses a methodology
that is rigorous and capable of being audited and repeated.

According to [4], a systematic literature review is defined as
a way to identify, evaluate and interpret the available research
that is relevant to an issue or discipline, or phenomenon of
interest of a specific research domain.

The activities of a systematic review should include:
formulate a research question; identify the need to conduct a
systematic review; exhaustive and thorough search, including
primary studies; evaluate the quality of the selected studies;
extract data; summarize the results of the study; interpret the
results to determine its applicability; and write the report [5].

This systematic review aims to identify relevant publications
that comment on factors that influence the productivity of
developers. The search for articles was done in the ACM
(Association for Computing Machinery) and the IEEE
(Institute of Electrical and Electronics Engineers) digital
libraries, using the term “software productivity” and “factors”.

We have not limited the date to search on the libraries and
the articles have been selected from inclusion and exclusion
criteria.

We have excluded articles that do not present factors that
influence the productivity and included articles that presented
factors that influence the productivity.

T. Sobh, K. Elleithy (eds.), Innovations in Computing Sciences and Software Engineering,
DOI 10.1007/978-90-481-9112-3 '175,© Springer Science+Business Media B.V. 2010
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In the first search, we have found 28 articles in the IEEE
digital library and 5 articles in the ACM digital library. From
these articles, we have selected 10 articles from IEEE and one
article from ACM. Therefore, a total of 33 articles were
analyzed, but only 11 articles were selected for this review.

There are several factors that influence the productivity of
developers; however, each author lists distinct factors.
Therefore, aiming to include the factors in a questionnaire, it
was necessary to unify some of them, since it is one of the
goals of this work to define a ranking of the factors.

B.  Main Identified Factors

In the researched studies, we have identified several factors
that influence the productivity in the software development
because according to [6], productivity is impacted by a great
number of factors.

In this systematic review, the most frequently mentioned
factors were: experience of the team, programming language

used, code reuse, size of the project and consistent
requirements.

In the next section, we will detail the factors used in our
survey.

Peck and Callahan [1] affirm that the difference in the
productivity in certain situations is higher, with a ratio of 28:1
from the most productive to the least productive. Even though
this is an extreme scenario, many studies show a ratio of 10:1.
Besides, other researchers have also showed that the most
productive programmers also produce the best code.

III. Survey

The survey of the factors that influence the productivity of
software developers was composed of several steps.

In the first survey step, for the systematic review, we have
selected articles that are relevant to the topic of productivity in
software development, and from these articles, we have listed
the previously mentioned factors and grouped the ones with
the same meaning, resulting in 32 factors, as presented in
Table 1.

Factor

Description

Development Tool

Use adequate tools for software development.
Example: Visual Studio, Eclipse, etc.

Documentation

Updated documentation for all phases of the software
development lifecycle.

Domain of the

Knowledge on the domain of the application that is

Application being developed. Example: Medical Systems.
Experience Knowledge and experience on processes,

methodology, technology and tools used in the work.
Home Office Work in the "home-office" format.

Internet Access

Free access to the Internet, including chats, YouTube,
social networks, etc.

Interpersonal Have a good relationship with colleagues and

Relationship customers.

Knowledge Have an environment and policies for knowledge

Management management.

Maturity Level The company has a specific level of process maturity
(e.g. MPSBR, ISO or CMMI).

Methodology The company has a formal software development
methodology.

Modernity Always use the new technologies available in the
market.

Motivation Be motivated with the work.

Physical Location

Easy access to the workspace (e.g. no traffic,
availability of public transportation).

Programming
Language

Programming language is part of the latest generation.

Project Management

Have an adequate project management.

Project Size

The size of the project (effort) is very high.

Prototyping Project has used software prototyping

Salary Have a salary according to the market.

Team Size The project has a large number of people in the team
(more than 20).

Technological Gap Use of obsolete tools / software versions. Example:
Fortran.

Test The project has policies for tests (the test is done
before the code is sent to the customer).

Training Adequate training prior to performing specific
activities.

Type of Project The project is for development or maintenance.

Work Environment

A pleasant work environment, with a nice, silent and
comfortable space.

Workstation

Use of an appropriate workstation (physical infra-
structure) to perform activities.

After selecting the factors, a questionnaire was created for

TABLE 1
FINAL LIST OF FACTORS

Factor Description

Agile Methodology | Adoption of a methodology that uses agile processes
and/or practices (XP, SCRUM).

Architecture A software architecture that is clear and adequate.

Benefits The company offers additional benefits, such as
health insurance, food stamps and participation in
profits.

Code Reuse Existence of a code library for reuse and policies for
code reuse.

Commitment Professional is devoted and committed with his/her
work.

Communication Appropriate communication in projects, frequent
meetings to review the status, etc.

Consistent The requirements given by the analyst are clear,

Requirements complete and stable.

developers to assess the type and level of influence that each
factor has in the productivity during software development.
The questionnaire was administered as a pilot-study with five
developers and one university professor, who could give their
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opinions and criticisms, aiming to assemble the final version
of the questionnaire.

After the application in the pilot-study, the necessary
adjustments were made and the final questionnaire to be
applied was created, containing three sections:
contextualization of the company, profile of the respondent
and evaluation of the factors.

The section for the contextualization of the company
collected data related to the companies, such as: sector in
which the company is active (public or private), quantity of
employees, for how long it has been in operation and if it
applies evaluation methods (e.g. CMMI [7], MPS.BR [8] or
ISO 9001[9)).

The section for the profile of the respondent identified some
characteristics of the respondents, such as: time of experience
in this job, if they have any certification (PMI, Microsoft,
IBM, Sun or others) and the level of education.

These two sections were useful to group the collected data,
to identify patterns related to the level of maturity of the
companies and of the respondents and to identify whether this
data influences the way they see the productivity in software
development.

For the section about the evaluation of the factors, each
factor was explained with a brief description to facilitate
understanding. Each factor was classified according to the
following options: High positive influence (HPI), Low
positive influence (LPI), No influence (NI), Low negative
influence (LNI), High negative influence (HNI) and No
comment (NC).

At the end of the questionnaire, we requested the
respondents to list five factors that have more positive
influence on the productivity in software development and the
factors that influenced these five factors the most.

We have applied the questionnaire in 11 (eleven) companies
in Ceard, a state in the Northeast of Brazil. The sample size
was 77 (seventy seven) respondents.

IV. Resurts

In this section, we will present the results obtained from the
data analysis of the questionnaires. Since we have used
different scales to measure the influence of productivity (HPI,
LPI, NI, LNI, HNI, NC), for this study, in which we aim to
identify the factors that have a greater influence on the
productivity of developers, it is relevant only to present the
results that have High positive influence (HPI), No influence
(NI) and High negative influence (HNI), excluding the results
from

Low positive influence (LPI) and Low negative influence
(LND).

The factors Home Office, Knowledge Management and
Agile Methodology were the ones that had the highest
response rates of NO. We concluded that the respondents,
possibly, do not have experience in working in the home-
office format and in using knowledge management and agile
methodologies.

A.  Profile of Surveyed Companies

The questionnaire was applied in 11 (eleven) companies,
being 1 (one) public and 10 (ten) private companies.

The greatest part of the companies (72,73%) has more than 9
(nine) years of existence and only one company has less than 3
years of existence, which we concluded that the surveyed
companies have a certain level of maturity. From the surveyed
companies, only 27,27% was evaluated by CMMI [7] or
MPS.BR [8], and 36,36% have ISO 9001 certificate [9],
therefore most of the surveyed companies do not have a
formal process that is well defined and evaluated.

B.  Profile of Surveyed Professionals

Only 6,49% of the respondents has more than 9 (nine) years
of experience and 11,69% of the respondents has up to 6 years
of experience in the job. It is apparent then, that in the profile
of developers, there are many people who do not have much
experience.

From the surveyed professionals, 38,96% has an official
certificate of a manufacturer and 54,55% has not yet finished
college. Therefore, besides not having experience in the job,
most of the developers are still attending the university.

C. Factors that have High Positive Influence (HPI)

According to our survey, as depicted in Table 2, the factors
that have highest positive influence on productivity are:
Commitment and Motivation. We understand that this result is
related with the fact that these factors are the basis for any
professional who wants to productively perform their
activities.

For the developers, the fact that requirements are consistent
increases the productivity because not understanding
requirements leads to doubts and, consequently, reduces
productivity.

TABLE 2
FACTORS THAT HAVE HIGH POSITIVE INFLUENCE (HPI) ON PRODUCTIVITY

POSITION [FACTOR QTY %
1{Commitment 67 87,0%
2|Motivation 67 87,0%
3|Consistent requirements 65 84,4%
4|Work Environment 64 83,1%
5|Salary 63 81,8%
6[Workstation 61 79,2%
7|Development Tool 60 77,9%
8|Project Management 58 75,3%
9|Experience 56 72,7%

10|Interpersonal Relationship 56 72,1%

The work environment and a good workstation have also
been considered as important. Simple actions, such as
replacing the equipment of the developer or adding extra
memory and maybe even changing to a more comfortable
chair can positively influence the productivity.

Development tools have also been considered as important
and, indeed, tools that facilitate editing the code, debugging
and other aspects, provide better productivity.
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The salary is also among the ones with highest influence on
productivity. Developers are the lowest paid professionals
involved in the project, therefore, they end up having financial
problems that influence the productivity.

Interpersonal relationship has also been considered as an
important factor, mainly because, in software projects, there is
a great need to interact with the team members of a project.

Considered by most of the articles as a very important factor,
the Experience factor was 15% below the factor that was
considered the most important. Possibly, the majority of the
respondents consider that they have a level of experience
appropriate to perform their activities and do not consider that
they would produce more if they were more experienced.

Project management, which is a key success factor for any
software project, was also considered as important by the
respondents.

D. Factors with No Influence on Productivity (NI)

For factors that do not influence the productivity (Table 3),
the main factor is the “Home Office” factor, possibly the
majority of the respondents is not used to work in this format,
therefore, they believe that this factor has no influence on
productivity.

TABLE 3
FACTORS THAT HAVE NO INFLUENCE ON PRODUCTIVITY (NI)
POSITION [FACTOR QTY %
1|Home Office 12 15,6%
2|Knowledge Management 12 15,6%
3|Agile Methodology 10 13,0%
4| Type of Project 7 9,1%
5| Architecture 5 6,5%
6|Maturity Level 5 6,5%
7|Team Size 5 6,5%
8|Project Size 5 6,5%
9|Prototyping 5 6,5%
10| Technological Gap 4 5,2%
The knowledge management, the type of project

(development or maintenance) and the project size (when the
effort is very high) were evaluated as not having influence on
productivity. This makes sense since the survey was
conducted directly with developers, who, possibly, receive an
artifact to be developed and it makes no difference if the
artifact is for development or maintenance. Usually, they also
not use knowledge management tool and it does not make any
difference whether the team is large or not because each
developer will perform the activities assigned to him/her.

The “Agile Methodology” factor was considered to have no
influence, which is justifiable because most respondents do
not work with agile methods. The fact that maturity level was
also considered with no influence may have been for the same
reason.

E. Factors that have High Negative Influence (HNI) on
Productivity

According to Table 4, the Technological Gap (Use of
obsolete tools / software versions. Example: Fortran) was

considered to have the Highest Negative Influence on
Productivity. Because of that, it is important for the
development team to work with recent technologies (not
obsolete).

TABLE 4
FACTORS THAT HAVE HIGH NEGATIVE INFLUENCE (HNI) ON PRODUCTIVITY
POSITION [FACTOR QTY Y%
1| Technological Gap I 46 59,7%
2{Methodology 38 49,4%
3|Home Office 11 14,3%
4|Team Size 10 13,0%
5|Internet Access 6 7,8%
6|Project Size 3 3,9%
7|Maturity Level 2 2,6%
8|Modernity 1 1,3%
9|Documentation 1 1,3%
10| Workstation 1 1,3%

The fact that the company does not have a formal software
development methodology (“Methodology” factor) was also
considered as a high negative influence on productivity. We
have, therefore, considered as highly important for companies
to have a formal software development methodology.

Some of the respondents considered negative the fact of
working at home, which is a tendency in some corporations.
We believe that this result is related to the greater difficulty to
interact with the other participants of the project.

The fact that the team is large (“Team Size” factor) has also
been considered as a negative influence on productivity. This
makes perfect sense especially because in a project with a
large team, the management effort is much higher and it
becomes necessary to interact with more people.

Even though it has been mentioned as a factor that has no
influence on productivity (NI), Internet Access has also been
considered negative, since some people disperse with free
Internet access, they browse for long hours and, consequently,
their productivity decreases.

The other factors did not have great quantitative relevance
and, therefore, they will not be mentioned.

F.  Most Important Factors and What Influences Them

At the end of the survey, we asked what were the 5 (five)
most important factors from the list of High Positive
Influence. We have also asked which factors influenced these
items. The result is depicted in Table 5.

The factors considered as most important were: Motivation,
Salary, Work environment, Commitment and Experience.

Among the factors that were considered as MORE
IMPORTANT (Table 5) and the factors that were selected as
HIGH POSITIVE INFLUENCE ON PRODUCTIVITY (Table
2), we have concluded that, from 10 (ten) factors most voted
as HPI, 9 (nine) were considered as the most important ones
and there are only changes in order of position from Table 2
and Table 5.
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TABLE
FACTORS WITH HIGHEST DEGREE OF IMPORTANCE AMON(S] THE FACTORS WITH HIGH POSITIVE INFLUENCE
POS. FACTOR QTY. INFLUENCE 1 INFLUENCE 2 INFLUENCE 3

1|Motivation | 47|Salary Work Environment Benefits

2|Salary 37|Benefits Experience Commitment
3|Work Environment 32| Workstation Interpersonal Relationship Physical Location
4|Commitment 25|Motivation Work Environment Salary
5|Experience 25| Training Commitment Motivation
6|Interpersonal Relationship 18] Communication Team Size Work Environment
7|Consistent Requirements 18| Documentation Communication Domain of the Application
8|Project Management 17|Experience Methodology Communication

9| Workstation 15|Work Environment Development Tool Architecture
10|Domain of the Application 14| Training Experience Communication

F. Most Important Factors and What Influences Them

At the end of the survey, we asked what were the 5 (five)
most important factors from the list of High Positive
Influence. We have also asked which factors influenced these
items. The result is depicted in Table 5.

The factors considered as most important were: Motivation,
Salary, Work environment, Commitment and Experience.

Among the factors that were considered as MORE
IMPORTANT (Table 5) and the factors that were selected as
HIGH POSITIVE INFLUENCE ON PRODUCTIVITY (Table
2), we have concluded that, from 10 (ten) factors most voted
as HPI, 7 (seven) were considered as the most important ones.

factor proves this, besides having influence on the motivation
of the developer.

Reuse of previously tested code improves productivity and,
consequently, decreases the development time because it
reduces the need to create new code [12]. Code reuse was not
considered important in our survey, possibly because the
interviewed developers do not practice reuse in their

V. COMPARISON OF THE SURVEY WITH THE LITERATURE

In Table 6, we compare our ranking with the most important
factors that were indicated in the literature.

The “Experience” and “Consistent Requirements” factors
were the only ones that were considered as very important in
both studies.

In the literature, it is also presented as important factors the
following: Programming Language, Code Reuse and Project
Size. In our survey, these factors appear in the last positions.

According to [6], the “Project Size” factor is the most basic
factor in the analysis of productivity. There is a tendency to
increase the productivity as the project size increases. In the
survey, this factor was not considered as important since, for
developers, the productivity of developers is the same whether
the project is large or small.

According to [10], the “Communication” factor has a great
influence on productivity. In large projects, many of the
problems, if not most of them, are the result of the lack of
communication. In the survey, communication is also
considered important (14™ position).

Enthusiasm can be contagious and people tend to produce
more in an optimistic environment than in an environment that
is “negative towards work” [11]. The “Work Environment”

companies.
TABLE 6
COMPARISON OF THE SURVEY AND THE LITERATURE
FACTORS FROM THE
POS. MOST IMPORTANT FACTOR |QTY. LITERATURE
1|Motivation | 47|Experience
2|Salary 37|Programming L
3|Work Environment 32|Consi: Requirements
4]Commitment 25|Code Reuse
5|Experience 25|Project Size
6]Interpersonal Relationship 18
7| Consi: Requirements 18
8|Project Management 17
9| Workstation 15
10| Domain of Application 14
24|Progr ing L 3
26|Code Reuse 3
32|Project Size 0

The time spent learning what the customer wants or needs at
the beginning of the project should reduce the frequency of
future changes in the specification [12]. Indeed, the
“Consistent Requirements” factor is very important for the
productivity of developers since re-work is discouraging for
any professional.

Finally, contracting the best people and supporting them
with training increases productivity and speed [12]. There is
no doubt that the “Experience” factor is primordial to increase
productivity.
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VI. CONCLUSION AND FUTURE WORKS

Several factors influence the productivity of software
developers. For a company to become more competitive, it is
necessary to measure, analyze and improve the main factors
that influence the productivity of developers.

For instance, in a company where it is identified that a
workstation has a high influence on the productivity of the
developer, the investment in new workstations (low cost in
comparison to the developer salary) could bring a high gain in
productivity for the company.

We have had some divergences between the survey and the
literature. This is due to the fact that the survey is subjective
and expresses the opinion of developers, while some articles
in the literature make a real measurement of projects and come
to more objective conclusions. However, in this work, it is
extremely relevant to understand the factors that influence the
productivity of developers from their own opinion.

According to the item C.Factors that have High Positive
Influence (HPI), the “Motivation” and “Commitment” factors
are the basis for any professional to productively perform their
activities. Since they are in the literature, these factors were
included in our survey, however for future surveys in other
regions, it would be important not to consider them since they
will always be mentioned as HPI.

We consider important for future works to perform a survey
in other regions in Brazil because we understand that some
factors can be relevant in one region and not so relevant in
another one.

After identifying the factors that have highest influence on
the productivity, we will also seek to define a model capable
of measuring each factor individually (developer) and
organizationally. This model could be used as a basis for
developer productivity improvement programs in companies.

Another future work is to perform a bibliographical study to
identify what can be done to minimize the effect of factors that
have HPI on the developer. For instance: how to improve
communication in projects? What must be done to improve the
developer work environment?

Last, but not least, since software development is done by
people and it is considered more an “art” than a “science”, it is

necessary to have continuous investment on what is more
important so companies have more productivity and quality:
the People.
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Abstract

In this paper, we design algorithms for a system that
allows Semantic Web agents to reason within what has
come to be known as the Web of Trust. We integrate
reasoning about belief and trust, so agents can reason
about information from different sources and deal with
contradictions. Software agents interact to support users
who publish, share and search for documents in a
distributed  repository. Each agent maintains an
individualized topic taxonomy for the user it represents,
updating it with information obtained from other agents.
Additionally, an agent maintains and updates trust
relationships with other agents.

When new information leads to a contradiction, the
agent performs a belief revision process informed by a
degree of belief in a statement and the degree of trust an
agent has for the information source.

The system described has several key characteristics.
First, we define a formal language with well-defined
semantics within which an agent can express the relevant
conditions of belief and trust, and a set of inference rules.
The language uses symbolic labels for belief and trust
intervals to facilitate expressing inexact statements about
subjective epistemic states. Second, an agent’s belief set
at a given point in time is modeled using a Dynamic
Reasoning System (DRS). This allows the agent’s
knowledge acquisition and belief revision processes to be
expressed as activities that take place in time. Third, we
explicitly  describe  reasoning  processes, creating
algorithms for acquiring new information and for belief
revision.

1. Introduction

The Semantic Web (SW) [2] is a vision of knowledge
management on a global scale. The SW retains the
massively decentralized nature of the current World Wide
Web, with an unlimited number of knowledge sources
identifiable by unique URIs. It supports rich metadata
annotation, including expressive ontology languages. The
SW addresses two distinct but mutually influencing
trends.

The first trend is towards integrating heterogeneous
knowledge artifacts into common virtual repositories.
Digital artifacts (textual documents, databases, images,

Daniel G. Schwartz
Florida State University, Tallahassee, FL,
USA, schwartz@cs.fsu.edu

and other media files) and expertise sources (individuals,
groups, and organizations) are catalogued, searched, and
accessed through common interfaces and techniques.

To support such integration, elaborate metadata
technologies are utilized. The more diverse are the
resources that are being managed, the more the users’
efficiency relies on common classification schemata. At
the same time, metadata complexity increases. This
makes managing the metadata increasingly difficult. In
this context, there is demand for flexible formal
approaches and representation formats.

The second trend involves the desire to engage the
users in knowledge producing activities. The recent
explosion in social software popularity demonstrates that
large groups of users, operating in an essentially
autonomous fashion and motivated by self-interest, can
successfully create and maintain large knowledge
repositories. Social dynamics can be unleashed to effect
information filtering, collaborative knowledge creation,
classification, and quality management. Tools and
practices referred to as Web 2.0 and Enterprise 2.0 are in
the mainstream of the knowledge management field.

Consider an archive of publicly available resources
updated by a community of knowledge workers (e.g., a
preprint archive of scientific papers). Indexing
information in a digital archive requires extensive
metadata schemas, enabling accurate categorization for
navigation and search. Such a metadata system would
include concepts organized in a taxonomic hierarchy,
thesaurus, or more complex knowledge structure utilizing
ontology semantics.

One obstacle for utilizing ontology-based techniques
for large and/or evolving archives, such as digital
repositories of research papers, is defining an ontology of
concepts so as to satisfy the needs of the majority of
users, who might have conflicting perspectives on
overlapping areas of inquiry. Ideally, metadata created
should reflect perspectives of different groups while
spanning all the content and recognizing links between
alternative conceptualizations. At the same time the
system should maximize the quality of the ontology.

Our position is that the task of constructing a
comprehensive ontology is best left to the evolving
community of users to carry out. We describe a Web-
based system which allows users, individually and
through collaboration, to define ontologies to classify
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documents in a collection. Users will form online
communities around domains of interest, contributing to
ontology  engineering  through  discussions and
collaborative editing. A software system that would
support such collaboration has to have ability to handle
inconsistencies, by performing belief revision.

Schwartz’s Dynamic Reasoning System (DRS) [4, 5]
framework allows one to portray belief revision as a form
of back tracking along the lines of the “truth
maintenance,” or “reason maintenance,” systems devised
by Doyle [3]. A DRS contains a “derivation path”
consisting of propositions that are either instances of
logical axiom schemas, expressions of information
obtained from outside sources (human users, sensors,
etc.), or derived from propositions appearing earlier in the
path by means of logical rules of inference. In this manner
the derivation path represents the current belief set, or
knowledge base, of the reasoning agent. Whenever a
proposition is entered into the path it is attached with a
“label” containing information about how it was obtained
(in particular, if it was derived by applying an inference
rule, what premises were involved), its current “status”
(believed or disbelieved), Moreover, if the proposition is
derived from some premises by means of a rule, then the
labels of the premises are updated to show that this new
proposition depended on them.

If, at some point in time, a contradictory proposition is
entered into the path, then this triggers a process
(typically human assisted) of working backwards through
the path, following the information stored in the labels,
looking for “culprit” propositions that may be held
responsible for having led to the contradiction. Some of
these propositions are then removed from the set of
currently held beliefs, so as to eliminate the contradiction,
and one uses the proposition labels once again to forward
chain through all deductions that originated from these
propositions and remove them from the current belief set
as well. This process can obviously give rise to
complexity issues, but it is nonetheless both theoretically
feasible and finitary.

Elsewhere [6] we present a formal logic system that
can support multiagent communication, by explicitly
representing agents, agents’ beliefs, and trust relationships
between agents. Here, we present reasoning procedures
that can support consistency of a bibliographic knowledge
base, developed as part of doctoral dissertation [6]. The
same algorithms can be extended to work with other
limited domains.

2. Logic and knowledge base
The agent’s knowledge base includes the following:
= A Dynamic Reasoning System  containing
taxonomic knowledge of the agent in the form
of a derivation path at a given point in time.

= A taxonomy tree, containing a topic hierarchy
calculated using the DRS. This can serve as an
index, helping to guide the inference process.

= A list of documents. A document record will link
to all the topics to which the document belongs.

= Trust information. A list of all currently held trust
relationships of a particular agent.

For a formal representation system, we require a logic
that enables us to speak about individual documents. To
this end we now extend the propositional calculus for
belief and trust presented in [6] to a first-order predicate
calculus. This somewhat follows the line of development
in [5], but, whereas that work concerns only belief
conditions, the present treatment additionally incorporates
the notion of trust.

First, following [6], let us adopt the following
notations:

By unequivocally believes
By strongly believes
By fairly confidently believes
By somewhat believes
By neither believes nor disbelicves
_1  somewhat disbelieves
B_g  fairly |confidently disbelicves
3 strongly disbelieves
B_y  unequivocally disbelicves

These are taken to express various grades of strength
in the agent’s disposition towards believing in a given
proposition. In particular, o expresses uncertainty, either
in the sense that the agent has information to both support
and refute the proposition in question, or in the sense that
the agent suffers from a complete lack of information
regarding the truth or falsehood of the proposition.

Similarly, let us define the following notation for trust:

Ty for total trust
Tz for strong trust
To  for medium trust

Ty for low trust
To for no trust

Here, trust is treated as a positive value. “No trust” can
mean either justified distrust or lack of information.

Proposition are here expressed as formulas and may
have any of the following forms (cf. [6] for further
details):
Fy = {p(fy. o tp)| p is an weary predicate symbol, 0 >
Fo=F U {=PAPYVQLIPAQ)(P— Q)P.QcF UF,)
Fy = {Bifa. )P € Fai= A dandac {uoy s })
Fy = Fa U {{(5P) (PvQ) (PAQ)(PQ)| P € Fy)

L. and the #; are terms}

Fo={liab))i=—4. ... dand a.bh < {ay. a2, . }}
Fg = Fo U {50 (P0Q). (PALP=Q)| PG £ Vel
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where a, a;, etc are names of individual objects, e.g.,
documents. The following statement forms will constitute
axiom schemas for our system.

(S1) A= (B A)

( 32) (A= (B=C))—=((A=B)—=(A-=C))
(83) (ZA=SB)= (B A))
34) By(a, A — (B— A))
5) Byla, (A — (B—C))— ((A—B)—
G) Bila, A — -B) - (B— A))

(A —=C))

(5

(SF

(S

(ST) A= A(y/x), if y does not oceur in A
(S8) A= A(c/x), where € is a constant symbol
(S9) B;(a, P)A Bj(a, Q)= Bnpg(a. P A Q)

(S 10) Bi(a, P) /:5 j(a, Q)= Byaligila, PV Q)
(S11) Tia, b)AT; (b, c) =T g (@, ©)

In addition, the following rules of inference are
defined:

(R1)  Instantiation: ~From  schema § infer
S(Py,...,PJ/A;,...,A,), ie., replacement of the schema
variables A4; with the formulas P; assuming the
substitution results in a formula of the language.

(R2) Modus ponens: From A and A8, infer 5.

(R3) Mod'fed modus ponens: From B, and
B;P — Q. infer Brini@,

(R4) Trust Application: From lila.b) and By(b, P ),
infer Bil(e, P}, where k is determined as in [6].

(R5) Belief Combination: From Bi(a, P) and
Bja, P ), infer Bi(2. P)where k is determined as in [6].
B,P

To simplify our notation, we will use as an

abbreviation for B, (a., P ), where a is the name of the
agent doing the reasoning. To represent the contents of an
agent’s knowledge base, we choose the following types of
statements:

1. Subtypes: Bi(p(z) — pa(z))
2. Disjointness: Bi(pi(z) — —pa(z))
3. Or-Definition: Bi(pi(x) — p2(x) V ps(z))

4. And-Definition: Bi(pi(x) « (p2(z) A pa(z))

ot

. Document Classification: B;pi(doc,), Bi—py(docq)

6. Trust relationship: T;(al, a2)

In the following, we will refer to statements of forms
1-4 as taxonomy statements. Statements having forms 5
are positive or negative document classification
statements. We will refer to statements of form 6 as trust
statements.

The goal of the system is to provide accurate
classification of documents. An additional desire is for the
system to automatically detect and, preferably, remove
sources of any contradictory classifications. There is no
direct need to infer new taxonomy statements. Thus, we
can concentrate on inferences that result in new document
classifications. In Table 1, we summarize inference forms
that lead to new classification.

Premise | Conelusion

Table 1. Inferring new document classifications

3. Inference Process

An agent’s knowledge base, represented as the derivation
path in a DRS, is an ordered labeled sequence of
statements, where the labels are as described above.

3.1 Operations on the knowledge base

To support the purpose of an agent, we define several

procedures aimed at maintaining the knowledge base. In

this section we present several subroutines, which are

then used by the main routines presented in later sections.

- Adding a statement: addStatement. This enters a
new formula into the derivation path.

- Determining a statement’s ancestors:
getAncestors.

- Determining a statement’s descendants:
getDescendants.

- Deleting a statement: deleteStatement. When a
statement is deleted (its status changed to
“disbelieve”}, all statements that are logically
dependent on it (traced via the formula labels) are
deleted as well.

- Combining beliefs: beliefCombination. This
procedure is called whenever an agent encounters
two statements expressing the same document
classification but with different belief levels. Two
statements are passed to the procedure as
arguments. To reach the new belief level for the
statement, the agent applies a belief combination
rule (RS)
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- Contradiction Removal: removeContradiction.
When a reasoning procedure discovers a
contradiction, another belief revision process is
triggered. We have set up the reasoning in such a
way that a discovered contradiction will always
take the form Bi(Tapicl(docl)) s B_y(Topicl(docl)),
The system will respond by removing (using
deleteStatement) one taxonomic statement from the
ancestors of the contradiction deemed least
believed. In case there is more than one culprit
with same belief level, the system will choose the
statement whose ancestors have the least
cumulative belief level, as determined by the
following procedure leastValuable.

- Least valuable statement: [eastValuable. A
subroutine for belief revision process, this
procedure chooses the least valuable statement
from the set passed to it. Statement P is more
valuable than statement Q if the sum of belief
levels of the ancestors of P is greater than the sum
of belief levels of the ancestors of Q. The use of
leastValuable helps the belief revision process
achieve a form of informational economy [1].

3.2 Purposeful reasoning

The principal inference process is triggered when there is
a new statement for an agent to assimilate. This new
statement comes either from the authorized user or from a
trusted agent. In each case, an agent takes appropriate
action, depending on the type of statement being
processed. Procedure triggerReasoning (Fig. 1) represents
the main entrance point of the process. When reacting to
new input, the system will:

Data: knowledge base KB

Input: input statement Input , source

Result: updated KB

St = (P, A) := new statement;

F = Input;

A from = es;

if source = trusted agent then
trust := Agents[source|.TrustLevel;
belief .= P.Belie f Level;

| P.BeliefLevel := TrustBelief (belief, trust);

witch F do

case taronomic statement

| newTaxonomyStatement(St, A. from);

w

case document classification
| newDocumentClassi fication(St, \. from);

case trust statement
| newTrustStaternent(St, A, from);

Fig. 1 Procedure triggerInference

- Turn the input statement into a labeled formula.

- If the input statement comes from another agent,
combine that agent’s belief level and the present
agent’s trust level in that other agent, to obtain
the present agent’s belief value for the formula.

- Add the new formula to the path of the Dynamic
Reasoning  System, invoking appropriate
reasoning to compute consequences.

Procedure newDocumentClassification is invoked when
an agent is given new document classification, identifying
a specific document doc; with a specific predicate symbol
P;. Two auxiliary procedures, addPositiveConsequences
and addNegativeConsequences, are used to deal with
specific inference cases (see Table 1). The computational
process can best be described as a recursive walk through
the taxonomy. The steps are as follows:

= Check if the system already contains an identical
statement. If it does, end procedure.

= Append the statement to the derivatinop path, using
addNewStatement routine.

= If a conflicting belief level for the same
classification exists, invoke beliefCombination .

= If a contradiction is identified, call
removeContradiction.

= Call addPositiveConsequences or
addNegativeConsequences to infer further document
classifications.

Data: knowledge hase KB
Input: input statement, St B;pi(docl) , Set from
Result: npdated KB
begin

if St already in the KB then

L return ;
add NewStatement(St, from):

if this classification ecists with different belief level, 511 € KB then
newSt = belie fCombination(St, St1);
it newSt = 5t OR newSt = Stl then

| return ;
else

| St = newSt;

if contradicting statement 5t1 € KB then
belie f Revision(St, St1);
it St1 € KB then
Note: new statement just got rejected;
return ;

if St = B;p;(dacl) then

| addPositiveConsequences(St, from);
else

| addNegativeConsequences(St, from);

end

Fig. 2 Procedure newDocumentClassification

Procedures addPositiveConsequences and
addNegativeConsequences encapsulate logical inference.

Given an argument statement of the form Bip1(docl)or
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-4 - . . .
B;=pi(docl), these procedures iterate through the list of
taxonomic statements that contain the predicate symbol
P;. If a taxonomic statement, combined with the
argument, yields a new inferred statement, the
procedures call newDocumentClassification with the
inferred  statement as an  argument.  Since
newDocumentClassification calls these two fuctions, we
have an indirect recursive process traversing the
taxonomy tree searching for possible inferences.

Data: knowledge base K5

Tnput: input statement, By (docl)

Result: updated KB

begin

foreach St € py.Statements do

fro:={ 5t. Bipi(doel) } switch 5t do
case B,(p(x) — palz))

l_ newDocumentClassi fication| B np2 (decl), fro)
case Bj(p1(x) — —pa(x)) OR Bj(pa(x) — —pr(x)))
|_ newDocumentClassi fication| By 5 p2(docl), fro)
case By(7x(p\(x) — palx) V pal@)). fro)

if By—pa(docl) then
fro = frovw By—pa(docl)
new DocumentClassi fication(Bung g mpz(decl), fro)
if B—pa(docl) then
fro = frovw By—pa(docl)
new DocwmentClassi fication| By mps(docl ), for)
case Bj(pi(x) — (pa(x) A ps(x)))
newDocumentClassi fication( B, 5 p2(decl), fro)
newDocumentClassi fication| B npa(decl), fro)
case By(pa(x) = (m(x) A pslz))
if Bips(docl) then
fro = frow Byps(docl)
new DocumentClassi fication( B 1Pz (docl), fro)

end
Fig.3 Procedure addPositiveConsequences

The taxonomy tree that will guide the reasoning
process is not explicitly represented in the knowledge
base. In that tree, the nodes of the tree are all predicate
and document literals in the system, while statements
form the links. For the described inference procedure to
be effective, we rely on an assumption that sets like
Pred.Statements are derived efficiently.

In an implemented system, for example, an agent can
store information on all predicates and document
constants in a statement object, and each predicate symbol
object can be associated with the list of all statements
containing that symbol.

Adding new taxonomic statements also leads to
computing new document classifications.
ProcedurenewTaxonomyStatement shows the appropriate
process. The basic algorithm involves the following:

= Add the new statement to the DRS.
= Based on the type of statement, identify document

classifications that can lead to new inferences
(see Table 1).

= For each such classification statement, apply an
appropriate rule.
= Invoke newDocumentClassification for newly
inferred statements.
Data: knowledge bass I8
Input: input statement St, Set from
Result: updated KB
begin
addN ew Statement (St, from)
switch St do
case By(pi(x) — pe(z))
foreach docl where f_zv'pl (docl) do
fro:={ 5t, Bypy(docl) }
new DocumentClassi fication( Bupymy 5 pal docl ), fro)
foreach docl where By—po(docl) do
fro:= { 5t, By—pa(docl) }
newDocumentClassi fication( B g)—pi(docl), fro)

case By(pi(r) — —pa(r))
foreach docl where Bypy(docl) do
L fro = { St, Bypy(docl)

newDocumentClassi fication( By, y—paldecl), fro)

foreach docl where Byps(docl ) do

fro:={ St, Bypa(decl) }
new DocumentClassi fication( B gy—pi(docl ), fro)

case B:I:pgl.‘l:l — mlr) vis(z))

foreach docl where Bpy(docl) and By-pyidecl) do
fro:={ St, Byp(docl), By—ps(docl) }
newDocumentClass: fication(Bmnie g pa(docl ), fro)

case By(pa(x) — puir) Apslz))
foreach docl where By—pa(docl) or By—piidecl) do
Jro:={ St, By=py(docl) (or By—pg(docl]) }
new DocumentClassi fication( {“.n,,,l;."‘_l.:,—-pgl;q.{u(lj, fro)
foreach docl where Bypy(docl) do
froi=1{ St, Bypi{doct) |
new DocumentClassi fication(Bmmjigy—p2(docl ), fro)
new DocumentClassa fication( By g —paldecl ), fro)

end

Fig. 4. Procedure newTaxonomyStatement

As before, we rely on an assumption that the set of
documents associated with a given predicate can be
derived efficiently. This can be achieved by the use of
appropriate data structures.

Along with taxonomic information, an agent also
maintains trust relations with other agents. We adopt a
simplifying assumption that an agent only receives new
statements from trusted agents. We also assume that
change in trust in a particular agent does not
automatically lead to a belief revision process involving
all previously adopted knowledge. If such trust revision is
desired by users, then one can invoke an algorithm similar
to belief revision procedures defined above.

Procedure newTrustStatement takes an acquired trust
statement as input. We assume that a denotes the agent
doing reasoning. Given a previously unknown statement
Tia;, ay) and assuming that the statement of the form
Ti(a, a;) is already in the KB, the procedure arrives at the
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new statement T,,,;; (a, az). This conclusion follows
from (S11) and Modus Ponens.

Data: knowledge base KB
Input: input statement St = Ti(ay.az), Set from
Result: updated KB

begin
add NewStatement(St, {ec});
trust level = min(i, TrustLevel(a,ay);
addNewStatement (T, e tevet (@, a2) { St}));

end

Fig. 5. Procedure newTrustStatement.

4. Conclusion

Modern information systems promise easy access to vast
amounts of information. The Semantic Web and Web 2.0
provide a rich information environment, allowing people
and machines to collaborate and exchange information.
Judging the reliability of distributed information therefore
becomes a necessity. The goal of this research has been to
extend existing approaches to reasoning and reason
maintenance to support explicit handling of belief and
trust, suitable for supporting the semantic Web of Trust.

Our starting point was the logic for agent-oriented
epistemic reasoning proposed by Schwartz [4]. We
extended this logical framework with a support for
multiple agents and the notion of trust. The result was a
formal logic language based on intuitive linguistic
categories, complete with a clear semantics and plausible
rules for belief and trust combination.

We used the previously described notion of Dynamic
Reasoning System [4] to provide means of modeling an
agent’s inference process, allowing it to address
conflicting and contradictory information. Two situations
of belief revision are identified: one requiring simple
belief combination to arrive at a new belief level and one
that requires removing a formula that leads to a
contradiction. The description of these formalisms is
found in Section 2.

We have described a potential application for our
formalisms: a collaborative, multi-user bibliographic
database. The defining feature of the proposed system is
that the users define their own classification taxonomies
and contribute their own document classifications. Human
users interact with software agents that represent them. In

turn, agents can get information from each other,
extending users’ taxonomies and enhancing search
capabilities. Agents can use trust relations to establish
their individual belief levels assigned to taxonomy links
and to perform necessary belief revision.

Armed with logical formalism and problem
understanding, we proceeded to introduce, in Section 3, a
formal reasoning system capable of dealing with
bibliographic taxonomies. We described an agent with a
knowledge base of taxonomic data stored in a DRS. We
limited our logic language to five types of statements
sufficient to express rich taxonomic structures.

We then defined procedures an agent may use to
achieve its goal: to adopt new information while
maintaining the quality of the knowledge base. When
given new data, the agent will derive all document
classifications this new information entails. It will also
identify and address all evident contradictions. Procedures
for belief revision are defined, implementing a discrete
version of the principle of informational economy.
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Abstract— The concept of a dynamic reasoning system (DRS)
provides a general framework for modeling the reasoning
processes of a mechanical agent, to the extent that those
processes follow the rules of some well-defined logic. It amounts
to an adaptation of the classical notion of a formal logical
system that explicitly portrays reasoning as an activity that
takes place in zime. Inference rule applications occur in discrete
time steps, and, at any given point in time, the derivation path
comprises the agent’s belief set as of that time. Such systems
may harbor inconsistencies, but these do not become known
to the agent until a contradictory assertion appears in the
derivation path. When this occurs one invokes a Doyle-like
reason maintenance process to remove the inconsistency, in
effect, disbelieving some assertions that were formerly believed.
The notion of a DRS also includes an extralogical control
mechanism that guides the reasoning process. This reflects
the agent’s goal or purpose and is context dependent. This
paper lays out the formal definition of a DRS and illustrates
it with the case of ordinary first-order predicate calculus,
together with a control mechanism suitable for reasoning about
taxonomic classifications for documents in a library. As such,
this particular DRS comprises formal specifications for an agent
that serves as a document management assistant.

I. INTRODUCTION

The notion of a Dynamic Reasoning System was intro-
duced in [8] for purposes of formulating reasoning involving
a logic of “qualified syllogisms”. This notion has been
applied more recently for reasoning about belief and trust
relationships in the emerging Semantic Web [9]. The present
paper represents a rethinking and partial reorganization of
those treatments, aimed at making the underlying concepts
more explicit and precise. This is undertaken as a necessary
prerequisite for any eventual implementation.

The DRS framework is here viewed as a general frame-
work for nonmonotonic belief revision and is thought to be
applicable to a wide variety of reasoning activities. Due to
space limitations an in-depth comparison of the relation be-
tween this and other approaches must be remanded to a future
publication. Here it will only be noted that this work has been
inspired by the truth/reason maintenance methods of Doyle
[2] and the belief revision systems developed by Géirdenfors
and others [1], [3], [4] (the so-called AGM systems), and in
part represents a synthesis of the two approaches. It differs
significantly from the AGM approach, however, by dispens-
ing with two of their “rationality postulates”, these being the
requirements that the underlying belief set be at all times (i)
consistent, and (ii) closed with respect to logical entailment.
The latter is sometimes called the “omniscience” postulate,

inasmuch as the modeled agent is thus characterized as
knowing all possible logical consequences of its beliefs.

These postulates are dropped here primarily in order to
accommodate implementation. Consistency is known to be
undecidable for any system at least as strong as first-order
logic, and, even for decidable systems that are nontrivial,
it typically is computationally intractable. Omniscience is
problematic since, for any nontrivial system, it is infinitary—
no computer can determine all logical consequences of the
belief set in finite time.

Dropping these postulates has anthropomorphic rationale,
moreover. Humans obviously cannot be omniscient in the
sense described, and, because of this, they often harbor
inconsistent beliefs without being aware of it, and without it
threatening their survival or in any way interfering with their
daily activities. Thus it is not unreasonable that our artificial
agents should exhibit the same characteristics. Consistency
nonetheless clearly is desirable and should be strived for to
whatever extent this is feasible.

II. DYNAMIC REASONING SYSTEMS

A dynamic reasoning system (DRS) is comprised of a
“path logic”, which provides all the elements necessary for
reasoning, and a ‘“controller”, which guides the reasoning
process. A path logic consists of a language, axiom schemas,
inference rules, and a derivation path, as follows.

Language: Here denoted L, this consists of all expressions
(or formulas) that can be generated from a given set o
of symbols in accordance with a collection of production
rules (or an inductive definition, or some similar manner of
definition). As symbols typically are of different types (e.g.,
individual variables, constants, predicate symbols, etc.) it is
assumed that there is an unlimited supply (uncountably many
if necessary) of each type. Moreover, as is customary, some
symbols will be logical symbols (e.g., logical connectives,
quantifiers, and individual variables), and some will be
extralogical symbols (e.g., individual constants and predicate
symbols). It is assumed that £ contains at least the logical
connectives for expressing negation and conjunction, herein
denoted — and A, or a means for defining these connectives in
terms of the given connectives. For example, in the following
we take - and — as given and use the standard definition
of A in terms of these.

Axiom Schemas: Expressed in some meta notation, these
describe the expressions of £ that are to serve as logical
axioms.
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Inference Rules: These must include one or more rules
that enable instantiation of the axiom schemas. All other
inference rules will be of the usual kind, i.e., stating that,
from expressions having certain forms (premise expressions),
one may infer an expression of some other form (a conclu-
sion expression). Of the latter, two kinds are allowed: logical
rules, which are considered to be part of the underlying logic,
and extralogical rules, which are associated with the intended
application. Note that logical axioms are expressions that are
derived by applying the axiom schema instantiation rules.

Derivation Path: This consists of a sequence of triples
(Lo, Ro, Bo), (L1, R1, B1), ..., where L; is the sublanguage
of L that is in use at time ¢, R; is the set of inference rules
in use at time ¢, and By is belief set in effect at time ¢. This
sequence may be defined as follows. Since languages are
determined by the symbols they employ, it is useful to speak
more directly in terms of the set o; comprising the symbols
that are in use at time ¢ and then let L; be the sublanguage
of L that is generated by the symbols in ;. With this in
mind, let oy be the logical symbols of £, so that L is the
minimal language employing only logical symbols, let Ry
be the schema instantiation rules together with the logical
rules, and let By = (). Then, given (L, R, B;), the pair
(Lts1, Rit1, Big1) is formed in one of the following ways:

1) 0441 = oy (so that Ly = L) and By is obtained
from B; by adding an expression that is derived by
application of an inference rule that instantiates an
axiom schema,

2) o1 = oy and By is obtained from B, by adding an
expression that is derived from expressions appearing
earlier in the path by application of an inference rule of
the kind that infers a conclusion from some premises,

3) o141 = o4 and an expression employing these symbols
is added to B; to form By,

4) some new extralogical symbols are added to o; to form
o¢+1, and an expression employing the new symbols
is added to By to form By,

Whenever one of the above actions are performed, either
R;11 = R, or one or more new rules are added to R; to
form R;41. Such new rules may be extralogical, motivated
by the application domain, or derived rules intended to
simplify deductions. Derived rules encapsulate frequently
used argument patterns.

The act of adding an expression to the current belief set
in any of these manners may be expressed more simply
as that of “entering” the expression “into the (derivation)
path”. Expressions entered into the path in accordance with
either (3) or (4) will be extralogical axioms. Whenever an
expression is entered into the path it is assigned a label A
comprised of:

1) A time stamp, this being the value of the subscript ¢+ 1
on the set B;;; formed by entering the expression into
the path in accordance with any of the above items (1)
through (4). The time stamp effectively serves as an
index indicating the expression’s position in the path.

2) A from-list, indicating how the expression came to be
entered into the path. In case the expression is entered
in accordance with the above item (1), i.e., using a
schema instantiation rule, this list consists of the name
(or other identifier) of the schema and the name (or
other identifier) of the inference rule if the system
has more than one such rule. In case the expression
is entered in accordance with above item (2), the list
consists of the indexes (time stamps) of the premise
expressions and the name (or other identifier) of the
inference rule. In case the expression is entered in
accordance with either of items (3) or (4), ie., is
a extralogical axiom, the list will consist of some
code indicating this (e.g., es standing for “external
source”) possibly together with some identifier or other
information regarding the source.

3) A to-list, being a list of indexes of all expressions
that have been entered into the path as a result of
rule applications involving the given expression as a
premise. Thus to-lists may be updated at any future
time.

4) A status indicator having the value bel or disbel
according as the proposition asserted by the expres-
sion currently is believed or disbelieved. The primary
significance of this status is that only expressions that
are believed can serve as premises in inference rule
applications. Whenever an expression is first entered
into the path, it is assigned status bel. This value may
then be changed during belief revision at a later time.
When an expression’s status is changed from bel to
disbel it is said to have been retracted.

5) An epistemic entrenchment factor, this being a nu-
merical value indicating the strength with which the
proposition asserted by the expression is held. This
terminology is adopted in recognition of the the work
by Giérdenfors, who initiated this concept [3], [4],
and is used here for essentially the same purpose,
namely, to assist when making decisions regarding
belief retractions. Depending on the application, how-
ever, this value might alternatively be interpreted as a
degree of belief, as a certainty factor, as a degree of
importance, or some other type of value to be used
for this purpose. In the present treatment, epistemic
entrenchment values are assigned only to axioms. No
provision for propagating these factors to expressions
derived via rule inferences is provided, although this
would be a natural extension of the present treatment. It
is agreed that logical axioms always receive the highest
possible epistemic entrenchment value, whatever scale
or range may be employed.

6) A knowledge category specification, having one of the
values a priori, a posteriori, analytic, and synthetic.
These terms are employed in recognition of the philo-
sophical tradition initiated by Kant [7]. Logical axioms
are designated as a priori; extralogical axioms are
designated as a posteriori; expressions whose deriva-
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tions employ only logical axioms are designated as
analytic; and expressions whose derivations employ
any extralogical axioms are designated as synthetic.
The latter is motivated by the intuition that an ability
to apply inference rules and thereby carry out logical
derivations is itself a priori knowledge, so that, even if
the premises in a rule application are all a posteriori,
the rule application entails a combination of a priori
and a posteriori knowledge, and the conclusion of
the application thus qualifies as synthetic under most
philosophical interpretations of this term.

Thus when an expression P is entered into the path, it
is more exactly entered as an expression-label pair, here
denoted (P,\). A DRS’s language, axiom schemas, and
inference rules comprise a logic in the usual sense. It will be
assumed that this logic is consistent, i.e., for no expression
P is it possible to derive both P and —P. The belief set may
become inconsistent, nonetheless, through the introduction of
contradictory extralogical axioms.

In what follows, only expressions representing a posteriori
and synthetic knowledge may be retracted; expressions of a
prior knowledge are taken as being held unequivocally. Thus
the term “a priori knowledge” is taken as synonymous with
“belief held unequivocally”, and “a posteriori knowledge” is
interpreted as “belief possibly held only tentatively” (some
a posteriori beliefs may be held unequivocally). Thus the
distinction between knowledge and belief is herein blurred
somewhat, and what is referred to as a “belief set” might
alternatively be called a “knowledge base”, as is often the
practice in Al systems.

A controller manages the DRS’s interaction with its envi-
ronment and guides the reasoning process. This amounts to
performing the following operations.

1) Receiving input from its environment, e.g., human
users, sensors, or other artificial agents, expressing this
input as formulas in the given language £, and entering
these formulas into the derivation path in the manner
described above (derivation path items (3) and (4)).
During this operation, new symbols are appropriated
as needed to express concepts not already represented
in the current L;.

2) Applying inference rules in accordance with some
extralogical objective (some plan, purpose, or goal)
and entering the derived conclusions into the derivation
path in the manner described above (derivation path
items (1) and (2)).

3) Performing any actions as may be prescribed as a result
of the above reasoning process, e.g., moving a robotic
arm, returning a response to a human user, or sending
a message to another artificial agent.

4) Carrying out belief revision in the manner described
below.

A contradiction is an expression of the form P A —P.
Sometimes it is convenient to represent the general notion of
contradiction by a special symbol L representing falsehood.
Belief revision is triggered whenever a contradition or a

designated equivalent expression is entered into the path. We
may assume that this only occurs as the result of an inference
rule application, since it obviously would make no sense to
enter a contradiction directly as an extralogical axiom. The
process of belief revision involves three steps:

1) Starting with the from-list in the label on the contradic-
tory expression, backtrack through the derivation path
following from-lists until one identifies all extralogical
axioms that were involved in the contradiction’s deriva-
tion. Note that such extralogical axioms must exist,
since, by the consistency of the logic, the contradiction
cannot constitute analytical knowledge, and hence must
be synthetic.

2) Change the belief status of one or more of these
extralogical axioms, as many as necessary to invalidate
the derivation of the given contradiction. The decision
as to which axioms to retract may be dictated, or at
least guided by, the epistemic entrenchment values.
In effect, those expressions with the lower values
would be preferred for retraction. In some systems, this
retraction process may be automated, and in others it
may be human assisted.

3) Forward chain through to-lists starting with the ex-
tralogical axiom(s) just retracted, and retract all ex-
pressions whose derivations were dependent on those
axioms. These retracted expressions should include the
contradiction that triggered this round of belief revision
(otherwise the correct extralogical axioms were not
retracted).

Thus defined a DRS may be viewed as representing the
“mind” of an intelligent agent, where this includes both
the agent’s reasoning processes and its memory. At any
time ¢, the belief set B; represents the agent’s conscious
awareness as of that time. Since the extralogical axioms
can entail inconsistencies, this captures the fact that an
agent can “harbor” inconsistencies without being aware of
this. The presence of inconsistencies only becomes evident
to the agent when they lead to a contradictory expression
being explicitly entered into the belief set, in effect, making
the agent consciously aware of an implicit contradiction
in its beliefs. This then triggers a belief revision process
aimed at removing the inconsistency that gave rise to the
contradiction.

This belief revision process is reminiscent of Hegel’s “di-
alectic”, described as a process of “negation of the negation”
[6]. In that treatment, the latter (first occurring) negation is a
perceived internal conflict (here a contradiction), and the for-
mer (second occurring) one is an act of transcendence aimed
at resolving the conflict (here removing the contradiction).
In recognition of Hegel, the belief revision/retraction process
formalized above will be called dialectical belief revision.

Note that the use of axiom schemas together with schema
instantiation rules here replaces the customary approach of
defining logical axioms as all formulas having the “forms”
described by the schemas and then including these axioms
among the set of “theorems”. The reason for adopting this
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alternative approach is to ensure that the DRS formalism
is finitary, and hence, machine implementable—it is not
possible to represent an infinite set of axioms (or theorems)
on a computer. That the two approaches are equivalent should
be obvious.

Depending on the application, the controller may be pro-
grammed to carry out schema instantiations and perform
derivations based on logical axioms. Such might be the
case, for example, if the logical rules were to include a
“resolution rule” and the controller incorporated a Prolog-like
theorem prover. In many applications, however, it likely will
be more appropriate to base the controller on a few suitably
chosen derived rules. The objective in this would be to
simplify the controller’s design by encapsulating frequently
used argument patterns. In such cases, the use of axiom
schemas and logical inference rules is implicit, but no logical
axioms per se need be entered into the derivation path.
Accordingly, all members of the belief set will be either a
posteriori or synthetic and thus subject to belief revision.
This is illustrated in the example that follows.

III. FIRST-ORDER LOGIC

This section presents classical first-order logic in a form
suitable for incorporation into a DRS. The treatment follows
[5]. As symbols for the language £ we shall have: indi-
vidual variables, xi,Xa,..., denoted generically by z,y, z,
etc.; individual constants, a;,as,..., denoted generically
by a,b,c, etc.; predicate letters, infinitely many for each
arity, A}, AL ...;A2 A2 ...;..., denoted generically by
«, 3,7, etc.; punctuation marks, namely, the comma and
left and right parentheses; the logical connectives — and
—; the quantifier symbol, V; and the absurdity symbol, 1.1
The atomic formulas will be the absurdity symbol and all
expressions of the form a(xi,...,z,) where « is an n-
ary predicate letter and x1,...,z, are individual variables.
The formulas will be the atomic formulas together with all
expressions having the forms (-P), (P — Q), and (Vz)P,
where P and @ are formulas and x is an individual variable.

Further connectives can be introduced as means for abbre-
viating other formulas:

(PAQ) for (=(P — (-Q))
(P Vv Q) for ((-P) — Q))
(P = Q) for (P— Q)N (Q— P))

In a formula of the form (Vz;) P, the expression (Vz;) is a
quantifier and P is the scope of the quantifier. Moreover, any
occurrence of x; in P is said to be bound by this quantifier.
Individual variable occurrences not bound by quantifiers are
free. Where P is a formula, let P(as,...,an/21,...,%p)
be the formula obtained from P by replacing all occurrences
of z1,...,x,, respectively, with occurrences of a1, ..., ay,
where it is understood that no substitution takes place for
any z; not actually occurring in P.

The axiom schemas will be the meta-level expressions:

I'This omits the customary function letters and associated set of terms, as
they are not needed for the examples discussed here.

) (A— (B— A)

2) (A= (B—=0C) = (A= B) = (A=0))
3) (A= =B) — (B—A)

4) (L (AN-A)

5) ((vx)A— A)

6) ((vx)(A— B) — (A — (vx)B))

Let the formula meta symbols A,B,C be denoted
generically by Aj, As,.... Where S is a schema, let
S(Py,...,P,/A,..., A,) be the formula obtained from
S by replacing all occurrences of A, ..., .A,, respectively,
with occurrences of Py, ..., P,. The inference rules will be:

o Schema Instantiation 1: Where S is one of ax-
iom schemas (1) through (4), infer S(Pi,...,P,/
Ai, ..., A,), where Aq,..., A, are all the distinct
formula meta symbols occurring in S, and Pi,..., P,
are formulas.

o Schema Instantiation 2: Where S is axiom schema (5),
infer ((Vx)P — P), where P is any formula, and z is
any individual variable that does not occur free in P.

o Schema Instantiation 3: Where S is axiom schema (5),
infer ((Vz)P — P(a/x)), where P is any formula, a is
any individual constant, and x is an individual variable
that occurs free in P.

o Schema Instantiation 4: Where S is axiom schema (6),
infer ((Vz)(P — Q) — (P — (Vz)Q)), where P,Q
are any formulas, and z is any individual variable that
does not occur free in P.

e Modus Ponens: From P and (P — Q) infer @), where
P, Q are any formulas.

o Generalization: From P infer (Vz)P, where P is any
formula, and z is any individual variable.

The “soundness” and “adequacy” proofs presented in [5]
can be adapted to establish similar results for this logic.
Soundness amounts to consistency in the sense defined
above.

An example of a derived rule that might be entered into
the rule set for a DRS employing this logic is

e Hypothetical Syllogism: From (P — @) and (Q — R)

infer (P — R), where P, (), R are any formulas.
The validity of this rule as a consequence of Schema Instan-
tiation 1 and Modus Ponens can be established by adapting
the corresponding argument in [S]. Two other rules that can
be derived using standard techniques are

o Aristotelean Syllogism: From (Vz)(P — Q) and
P(a/x), infer Q(a/z), where P,(Q are any formulas,
2 is any individual variable, and « is any individual
constant.

o Subsumption: From (Vz)(P — Q) and (Vy)(Q — R),
infer (Vz)(P — R), where P,@Q, R are any formulas,
and z,y, z are any individual variables (not necessarily
distinct).

The former captures the reasoning embodied in the famous
argument “All men are mortal; Socrates is a man; therefore
Socrates is mortal”, by taking P for “is a man”, ) for
“is mortal”, and a for “Socrates”. A concept A “subsumes”
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concept B if the set of objects represented by A contains the
set represented by B as a subset. Thus the latter rule captures
the transitivity of this subsumption relationship. Either of
these rules may be derived using formal proof techniques, or
their derivability may be established by appeal to the logic’s
soundness, mentioned above, and verifying that the indicated
inferences are semantically valid.

IV. APPLICATION TO DOCUMENT CLASSIFICATION

In general, a DRS would be used to represent the rea-
soning processes of an artificial agent interacting with its
environment. For this purpose the belief set should include a
model of the agent’s environment, with this model evolving
over time as the agent acquires more information about the
environment. This section illustrates this idea with a simple
DRS based on first-order logic representing an agent that
assists its human users in creating and managing a taxonomic
document classification system. Thus the environment in this
case consists of the document collection together with its
human users. The objective in employing such an agent
would be to build concept taxonomies suitable for browsing.

In the associated DRS, documents are represented by
individual constants, and document classes are represented by
unary predicate letters. Then membership of document a in
class « is expressed by the atomic formula «(a); the property
of class « being a subclass of class [ can be expressed by
(Vx)(a(z) — B(z)), where z is any individual variable;
and the property of two classes a and (3 being disjoint
can be expressed by (Vz)(=(a(x) A B(z))), where = is any
individual variable. A taxonomic classification hierarchy may
thus be constructed by entering formulas of these forms into
the derivation path as extralogical axioms. It will be assumed
that these axioms are input by the users.

It is desired to organize the classification taxonomy with
respect to its subclass-superclass relationship as a directed
acyclic graph. To this end the controller will maintain a
data structure that represents the current state of this graph.
Whenever an axiom expressing a document-class member-
ship is entered into the path, a corresponding is-an-element-
of link with be entered into the graph; whenever an axiom
expressing a subclass-superclass relationship is entered into
the path, a is-a-subclass-of link will be entered into the graph,
unless this would create either a cycle or a redundant path
(i.e., creating more than one path between two nodes); and
whenever an axiom expressing class disjointedness is entered
in the path, a corresponding link expressing this will be
entered into the graph. To accommodate this activity, the
derivation path as a sequence of triples is augmented to
become a sequence of quadruples (L, B, R:, Gt), where
G, is the state of the graph at time ¢.

This is illustrated in Figure 1, showing a graph that would
be defined by entering the following formulas into the path,
where TheLibrary, Science, Engineering, Humanities, Com-
puterScience, Philosophy, and Artificiallntelligence are taken
as alternative labels for the predicate letters A},..., A,
Docl, Doc2, Doc3 are alternative labels for the individual
constants a, as, as, and z is the individual variable x;:

(V) (Science(xz) — TheLibrary(z))

(V) (Engineering(z) — TheLibrary(z))

(Vz)(Humanities(z) — TheLibrary(z))

(V) (ComputerScience(z) — Science(x))

(V) (ComputerScience(z) — Engineering(x))

(Vz)(Philosophy(z) — Humanities(z))

(V) (Artificiallntelligence(x) —
ComputerScience(z))

(V) (—(Engineering(z) A Humanities(z)))

Science(Docl)

Engineering(Docl)

Artificiallntelligence(Doc2)

Philosophy(Doc3)

As described in the foregoing, entering each such formula
into the derivation path also entails expanding the current
language by adding the needed new symbols and assigning
the new formula an appropriate label. For the above formulas,
the to-list will consist of an indication that the source of the
formula was a human user; let us use the code hu for this
(as an alternative to the aforementioned es). As an epistemic
entrenchment value, let us arbitrarily assign each formula the
value 0.5 on the scale [0, 1]. Thus each label will have the
form

{t,{hu},0, bel,0.5, a posteriori}

The Library
Science Engineering _Disjoint  pumanities
| ’
! y
| /
\ /,’ Computer Science Phllo‘sophy
| , '
: J :
‘ y
I ,/ Artificial Intelligence }
| , |
I 7/ | |
| |
Doc01 Doc02 Doc03

Fig. 1. A taxonomy fragment.

For the intended document management assistant, when-
ever a new extralogical formula is entered into the path,
a reasoning process it triggered, depending on the type of
formula and/or its source. To facilitate these processes, let the
rule set Ry be formed from R, by adding the Hypothetical
Syllogism, Aristotelean Syllogism, and Subsumption rules
described above. In addition, we shall have

o Conflict Detection: From (Vz)(-(PAQ)), P(a/x), and

Q(a/z) infer L, where P, @ are any formulas, z is any

individual variable, and a is any individual constant.
The reasoning processes are as follows. Here P,Q, R are
atomic formulas involving unary predicate letters.

Event Type 1: A formula of the form (Vz)(P — Q) is
entered into the path by a human user. First it is checked
whether P and () are identical, and, if so, the formula is

www.manaraa.



116 SCHWARTZ

rejected (is immediately removed from the belief set) and
the user is informed that the formula is not allowed. The
reason for this provision is that formulas of this form are
tautologous with respect to the subsumption relationship and
contribute nothing to the taxonomy.

If P and @ are distinct, then (i) some corresponding nodes
and is-a-subset-of link are entered into the graph (nodes for
P and @ are entered only if they do not already exist), and
(ii) the current belief set is searched for any formulas of
the form (Vz)(Q — R), and, for each such formula, the
Subsumption rule is applied to enter (Vz)(P — R) into the
belief set.

Event Type 2: A formula of the form (Vz)(P — Q) is
entered into the path as a result of a rule application. In this
case the to-lists of any formulas that served as premises in
the rule application are updated to contain the time stamp
(index) of this formula. First it is checked whether P and
Q@ are identical, indicating the discovery of a loop in the
subsumption hierarchy represented by the graph. If they are,
then a backtracking process is carried out utilizing from-lists
to obtain a list of all extralogical axioms involved in deriving
this formula, and some view of the list is returned to the user
for inspection. The user is then required to change the status
of one or more such axioms from bel to disbel, after which
the controller then starts with these chosen axioms and, using
to-lists, forward chains through the indicated derivations and
changes the status from bel to disbel for all formulas whose
derivations depended on the chosen axioms. These should
include the triggering formula, and, if they do not, the user is
required to review his axiom selection(s) and make additional
changes.

If P and @ are distinct, the current belief set is searched
for any formulas of the form (Vz)(Q — R), and, for
each such formula, the Subsumption rule is applied to enter
(Vz)(P — R) into the belief set. Note that since the latter
formula is of the type that triggers this process, the process is
implicitly recursive, eventually delineating all concepts that
subsume the concept represented by P, as indicated by the
current state of the graph. Note also, that links are not added
to the graph as a result of entering such derived formulas
into the path, as such would constitute redundant paths in
the graph.

Event Type 3: A formula of the form P(a/z) is entered
into the path by a human user. First it is checked whether the
formula P is already in the current belief set, and, if not, the
formula is rejected (immediately removed from the belief set)
and the user is informed of this action. The reason for this is
that, for the purposes of building a classification taxonomy,
it makes no sense to assign a document to a category that
does not exist.

If the formula P is found in the current belief set, then
(i) a node representing document @ and an is-an-element-
of link connecting this node to the node representing P
is added to the graph (it will be a consequence of these
reasoning processes that all atomic P appearing in formulas
entered into the path will have graph representations), (ii)

the current belief set is searched for any formulas having the
form (Vz)(P — @), and, for each such formula, Aristotelian
Syllogism is applied to enter Q(a/z) into the path.

Event Type 4: A formula of the form P(a/z) is entered
into the path as a result of a rule application. Then the
current belief set is searched for any formulas having the
form (Vz)(P — @), and, for each such formula, Aristotelian
Syllogism is applied to enter Q(a/z) into the path. Note
that since the latter formula is of the type that triggers
this process, the process is implicitly recursive, eventually
delineating all concepts that apply to (include as a member)
document a as indicated by the current state of the graph.
Note also, that links are not added to the graph as a result of
entering such derived formulas into the path, as such would
constitute redundant paths in the graph.

Event Type 5: The above recursive process initiated by an
event of type 4 terminates. The current belief set is searched
for formulas of the forms (Vz)(—(P A Q)) and Q(a/z),
where P is the formula involved in the type 4 event, and,
if found, the Conflict Detection rule is applied to enter the
formula L into the path.

Event Type 6: A formula of the form (Vz)(—(P A Q))
is entered into the path by a user. The current belief set is
searched for formulas of the forms P(a/x) and Q(a/x), and,
if found, the Conflict Detection rule is applied to enter the
formula L into the path.

Event Type 7: The formula L is entered into the path (as
a result of applying the Conflict Detection rule). A dialectical
belief revision process is applied to remove the detected
conflict. This should result in changing the status of this
occurrence of L to disbel, and, if not, the user is required
to make further changes. Note that removing the conflict
may entail reclassifying some documents, or it may entail
removing the associated disjointedness constraint and thereby
allowing that the concepts overlap. When a formula’s status
is changed from bel to disbel, any entry that may have been
made in the associated graph when that formula was entered
into the path must be removed.

Applying these procedures whenever a formula is entered
into the path will ensure that the belief set remains consistent.
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Towards a Spatial-Temporal Processing Model

Jonathan B. Lori

Abstract—This paper discusses architecture for creating systems
that need to express complex models of real world entities,
especially those that exist in hierarchical and composite
structures. These models need to be persisted, typically in a
database system. The models also have a strong orthogonal
requirement to support representation and reasoning over time.

Index Terms—Spatial-temporal processing, object-relational
mapping, entity-relationship modeling, design patterns, dynamic
composites

1. INTRODUCTION

INCE using relational databases and object oriented

programming (OOP)  languages have  become

commonplace for developers, it is only natural that
systems have evolved to facilitate using relational databases as
data persistence mechanisms for programs developed in object
oriented languages. For example, the Java Database
Connectivity (JDBC) API [1] provides database-independent
connectivity between the Java programming language and a
wide range of databases.

Object-based systems are founded on a set of fundamental
concepts [2]. Objects have state, so they can model memory.
They have behavior, so that they can model dynamic
processes. And they are encapsulated, so that they can hide
complexity. There are only two kinds of relationships in an
object model [3], a static relationship: inheritance (‘is-a”’) and
a dynamic relationship: composition (‘has-a”).

As OOP has advanced, other structuring facilities have
emerged in designs and code based on idioms and best
practices that have evolved in OOP-based systems. Some of
these practices have been codified as “Design Patterns” [4].
One such object oriented design pattern is Composite. This
pattern composes objects into tree structures to represent part-
whole hierarchies. Composite lets clients treat individual
objects and compositions of objects uniformly.

Evolution was also occurring in the database world.
Although initially discounted by the relational community at
large, the ER model [5] is based on strong mathematical
foundations, including: Set Theory, Mathematical Relations,
Algebra, Logic and Lattice Theory.
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At the beginning of this decade, Dr. Ralph Kimball, one of
the leading visionaries in the architecture of Data Warehouse
systems described his goals for the marriage of database
technology, ER models, and object oriented programming
systems. In his newsletter [6], Kimball proposes four kinds of
data warehouse business rules: “These rules included simple
data formats, relationships between the keys of connected
tables, declarations of entity relationships, and ‘complex
business logic’...” Kimball wanted direct support in the
programming system for the third rule, particularly in the
situation where many-to-many relationships were used.

Describing the fourth rule, Kimball states: “Complex
business logic will always remain a combination of static data
relationships and adherence to procedural sequences...”

Dr. Kimball sought an approach that uses OOP to manage
entity-relationship data models and implements the associated
processing logic to form an effective basis for data
warehouses. While both OOP and Data Warehouse design had
matured, a major stumbling block remained to be overcome.
The problem is known as “object-relational impedance
mismatch”. Ambler [7] supplies this definition, which focuses
on the orthogonal approaches to search and navigation in the
two models: “The object/relational impedance mismatch is the
difference resulting from the fact that relational theory is
based on relationships between tuples that are queried,
whereas the object paradigm is based on relationships between
objects that are traversed.”

As software technology moved forward through the first
decade of the twenty-first century, a new technology emerged
for integrating OOP and database systems. This technology is
known as Object-Relational Mapping (ORM). ORM is
defined as follows [8]: “Object-relational mapping (ORM,
O/RM, and O/R mapping) in computer software is a
programming technique for converting data between
incompatible type systems in relational databases and object-
oriented programming languages. This creates, in effect, a
‘virtual object database’ that can be used from within the
programming language.”

By the middle of the decade, ORM systems became highly
sophisticated and had achieved significant results. Some of the
best ORM implementations are open source Java-based
systems [9]. These systems brought back a lightweight,
object-oriented persistence model based on the concept of
POJOs (Plain Old Java Objects) [9].

II. PROBLEM SPACE

The architecture discussed here is realized in a system
called Phoenix [10]. The system is designed to implement a
management suite for jet engines. The heart of the suite is an
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application known as On Wing Tracker (OWT). The purpose
of OWT is to track the configuration and utilization of
engines, engine components and parts. Essentially, this is a
classic Bill of Materials (BOM) problem. However, there are a
few other critical elements to the problem. Engines are
complex and expensive assemblies that last for decades.
Engines evolve. Components wear out. Modules and parts are
moved from one engine to another. Information on the state of
the engine may be “late arriving” and sometimes missing.
Utilization may be expressed in multiple ways, from simply
accumulating run time hours to more sophisticated event-
based modes such as throttle operations per flight. What is
required to solve such a set of problems is not simply a system
structured around a spatial dimension i.e. a BOM model, but
one which can also reason over temporal dimensions as well.

III. DESIGN PATTERNS

As stated earlier, object models contain two types of
relationships: composition and inheritance. As Wirfs-Brock
[3] points out: “Both (models) have analogs in a family tree. A
composite relationship is like a marriage between objects. It is
dynamic, it happens during the participating objects’ lifetimes,
and it can change. Objects can discard partners and get new
partners to collaborate with. Inheritance relations are more
like births into the family. Once it happens, it is forever... We
can extend an object’s capabilities by composing it from
others. When it lacks the features that it needs to fulfill one of
its responsibilities, we simply delegate the responsibility for
the required information or action to one of the objects that
the object holds onto. This is a very flexible scenario for
extension.”

When first considering a BOM model, which is essentially
a tree structure, an architect may be tempted to begin
modeling based on inheritance. However, an architecture
organized around composition is a dynamic and flexible
approach, and more extensible. There is a long-recognized
design axiom [11] that states: “Prefer composition to
inheritance.”

The interesting point in the Phoenix architecture is that if
there is one major organizing principle it is this: the system is
organized around the notion of Dynamic Composites [10]. By
this it is meant that BOM hierarchies are built as Composites,
where a Composite, while already a dynamic OO relationship,
is also assembled from a dynamic search. The search is
through information stored in a generic ER model that is in
turn stored in a relational database.

Phoenix is logically composed as a generic Entity-
Relationship model that is persisted in a relational DBMS
system. (Fig. 1) The generic ER model is then mirrored by a
generic object model. (Fig. 2) The two models are mapped
together through an object-relational mapping system. In the
Phoenix architecture, Hibernate is the ORM [9]. The ER
model is decimated enough to produce the desired flexibility,
including the capability of “decorating” entities with any
required attributes. Thus, the ER model provides a unified

data model for the system. The object model is closely
matched to the ER model. Therefore it is easy to fulfill all of
Kimball’s goals for using OOP to drive an ER model-based
data warehouse.

Note also that there are no entities or classes called
“Composite”. This is because the dynamic composites exist
only as sets of instances in memory. Finally, note that the
entities (tables) and their mirrored classes contain strategically
embedded timestamp fields. The object model contains both
Java code (procedural logic) and embedded queries and
parameters (SQL/HQL). (SQL is the Structured Query
Language. HQL is the Hibernate Query Language [9]).

IV. TEMPORAL PROCESSING

Temporal reasoning [12] is handled as follows. A
Bitemporal Database is implemented using the foundation
provided by the Phoenix Architecture. Facts are stored in a
database at a point in time. After the fact is stored, it can be
retrieved. The time when a fact is stored in a database is the
transaction time of the fact. Transaction times are consistent
with the serial order of the transactions. The past cannot be
changed; therefore transaction times cannot be changed. A
transaction time also cannot be later than the current time.
Typically, the commit time of a database transaction is used as
the transaction time.

Conversely, the valid time of a fact is the time when such a
fact is true in the modeled reality. A fact can be associated
with any number of events and intervals. The system uses
transactional storage mechanisms to persist data. Such a
storage event corresponds to a transaction time for that event.
Meanwhile, the data being stored also contains representations
of a valid time event: “Something was done to an entity or a
characteristic of an entity at some (valid) time”. A transaction-
time database supports transaction time and such a transaction
can be rolled back to a previous state. A valid-time database
contains the entire history of the entities it contains. Phoenix
maintains and uses both the transaction time and the valid time
information to provide temporal reasoning in Domain Models
built using the Phoenix Architecture. Hence, the Bitemporal
Database is a built from the combination of the Domain
Model, the structuring of entities within the Dynamic
Composites that comprise the model and the ability to track
the history of each entity and its characteristics in an arbitrary
fashion.

V. SYSTEM ARCHITECTURE

The Phoenix Architecture has implemented a novel
approach for processing, tracking and calculating information
when the representative structure, characteristics of the
structure, and the temporal history of both the structure and
the characteristics of its components may be easily tracked
and modified over time. This includes the capability to re-
materialize the representative state at some arbitrary point in
time. The innovations are in three primary areas:
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1. A mirrored generic data model coupled with a
mirrored generic object model.

2. The mirrored models can impose an overarching
relationship on arbitrary subsets of information
termed a Dynamic Composite.

3. The mirrored models organize temporal information
and processing into a Bitemporal Database.

Therefore, the object model (behavior) drives the ER model
(date) through the ORM to dynamically create composites
(state). By adding to or altering these queries with additional
parameters based on the timestamps in the object and ER
models, bi-temporal reasoning is fully subsumed within the
standard operations of the system. Ergo, the problems of fully
integrating ER and OO systems, resolving the O-R impedance
mismatch, and providing temporal processing support are
resolved in Phoenix. A spatial-temporal processing system has
been fully realized.

This approach enables the creation of flexible and dynamic
software models of real world entities, while allowing for
lossless processing and reversible changes in the entities,
characteristics and their tracked time attributes (history). Full
support for “slowly changing data” and the ability to support
“late arriving edits” are natural consequences of the approach,
including the ability of the system to maintain processing
history.

The system is organized as follows:

1. Strongly-typed generic types as used as foundational
elements:

a. Attribute

b. Characteristic

c. Entity

d. Tracked Characteristic

2. Key dynamic relations are maintained as data:

a. Hierarchy Type — Attribute Type

b. Entity Type — Attribute Type

c. Hierarchy Type — Characteristic Type

d. Entity Type — Characteristic Type

3. Attribute semantics are treated as decorator and
bridge tables:

a. Attribute Type

b. Attribute Reference

c. Attribute Type Descriptor

d. Hierarchy Type Attribute

4. Independent metadata for generic types:

a. Attribute Type

b. Characteristic Type

c. Entity Type

d. Hierarchy Type

5. Independent metadata for Bill of Material (BOM)

structures:
a. BOM Structure
b. BOM Rule

Metadata, Semantics and Relations are found dynamically
via search, and therefore they do not coerce the compositional

structure, characteristics of the components, or their temporal
information.

The Dynamic Composite structuring mechanism in Phoenix
provides for bi-directional and recursive relationships. Any
component in the composite can find its children or parent
entity. Any Composite can contain other composites.
Therefore, the Composite can represent notions of inheritance
“is-a”, ownership “owns”, containment “has a”, as well as
composition “part of”’. Any member in the Composite
Structure (i.e. an actual entity) can also have Characteristics.
This includes the Structures themselves. Characteristics can
also have attributes (Tracked Characteristics). Such an
attribute can be used to associate historical information with a
Characteristic, and thus by relationship, these Characteristics
can be associated with an Entity or Structure of Entities. This
Characteristic/Tracked Characteristic mechanism can be used
to “decorate” any specific entity or entity structure any
number of times. Thus, Tracked Characteristics can be used to
hold “time varying” streams for  Characteristics.
Characteristics may or may not be applied to an Entity. Such
Characteristics may or may not change over time. Time Series
can be represented, as well as slowly changing data that
carries its own temporal information as opposed to relying on
a fixed index/constant time delta relationship.

Entities may stand alone, or they may be combined into
Composites. These structures are completely arbitrary in size
and shape. There can be many levels, or no levels. Levels can
be missing altogether. Components at any given level can be
missing. Conversely, as many structural levels or as many
Entities at a given Structural level can be represented as
desired.

Phoenix also records errors and provides an Audit Trail
using its System Framework logic. The Business Logic within
applications built on the Phoenix Architecture may not allow
certain classes of errors, such as an erroneous edit, to persist.
However, because of the issues related to erroneous, missing
or out of sequence data, the system might consider data as
being valid (the valid time is accepted as being true at the time
of a transaction), but later the system can consider new inputs
that may augment or even invalidate previous data. Therefore,
the complete history of these changes and the original values
being replaced may all be kept so that they are available for
reprocessing.

The mirrored data and object models allow information to
be stored in a relational database but to be realized as Object
Oriented structures in memory. The object structures are built
as POJOs (Plain Old Java Objects). This architecture allows
full use of the power of the underlying Relational Database
technology to provide relational operations (project, intersect,
etc.) upon the data sets. The POJO-based object model allows
the full use of the powerful capabilities of a modern Object
Oriented language (Java) to implement algorithms and
Business Logic.

An ORM (Object Relational Mapping) layer maintains a
consistent mapping between the object and data models. The
combination of the two, mirrored models, along with the
embedded timestamp fields and embedded queries in the OOP
code, provides the foundation necessary to implement the
Bitemporal Database functionality. Attributes such as
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“Recorded Date”, “To Date” and “From Date” as evidenced in
the Tracked Characteristics table are used to track temporal
information. The Entity Structure Table contains “Begin
Date” and “End Date” attributes, as well as keyed attributes
for Parent and Child Entity Ids and Hierarchy Type Ids. This
is how elements of Dynamic Composites are related spatially
while maintaining the time interval endpoints that allow the
materialization of Dynamic Composites as they existed during
that time interval (valid time temporal relationship).

VI. CONCLUSION

This paper describes a system architecture built using a
combination of a generic ER model mirrored by a generic
object model, mapped together by an ORM system. This
approach implements Kimball’s requirements for the marriage
of an ER Data Warehouse along with full OOP support.
Building on these capabilities, and by adding the appropriate
temporal attributes to the co-models and queries in the OOP
code, a fully realized spatial-temporal processing system has
been created.

Note also that the instances in memory are lightweight
POJO’s, that the entire software stack is built with Open
Source packages, that an industry standard OOP (Java) is used
and that a industry standard relational DBMS (Oracle) is used.
This in turn implies that standard tools and development
environments can be used. Furthermore, no special extensions
to the OOP or the database system are required to implement
the temporal processing features.

LORI
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Structure, Context and Replication in a Spatial-
Temporal Architecture

Jonathan Lori

Abstract—This paper examines some general aspects of
partitioning software architecture and the structuring of complex
computing systems. It relates these topics in terms of the
continued development of a generalized processing model for
spatial-temporal processing. Data partitioning across several
copies of a generic processing stack is used to implement
horizontal scaling by reducing search space and enabling parallel
processing. Temporal partitioning is used to provide fast
response to certain types of queries and in quickly establishing
initial context when using the system.

Index Terms—Spatial-temporal processing, horizontal scaling,
partitioning, MVCC, dynamic composites, anti-corruption layer.

1. INTRODUCTION

HOENIX [1] is a system that provides spatial-temporal

processing  capabilities for the management of
configuration and utilization of aircraft engines and
components.

The core spatial-temporal capability of Phoenix is
completely generic. The first implementation of the system
was used to create a suite of applications to manage aircraft
engines. In this embodiment, a complex dynamic composite in
Phoenix represents a real world jet engine with approximately
one thousand components that are being tracked. These
components are at varying levels of the particular bill of
materials (BOM) hierarchy, ranging from the entire engine
itself to various modules and assemblies. Ultimately, the
composite structure goes all of the way down to the level of
actual parts. Queries are driven both parametrically and by
navigating against a model of the particular bill of materials of
the physical assembly. Parameters represent qualification both
in the spatial aspect of the composite and in the temporal
aspect. For example, a serial number of a component would be
chosen, as well as an “as-of” date.

Since the system manages the entire history of all of the
components, performance demands turned to considering
horizontal scaling [2] or “scaling out”. There are natural
groupings within the data that help make this possible. For
example, there is a strong locality of data that represents parts
on the same engine. Engines tend to last for decades, and the
same parts tend to remain on the same engine until they wear
out. There is also a natural grouping of engines and parts
within the same engine family. And there is another large
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bifurcation, for security reasons, of military versus
commercial engines. So an easy horizontal partitioning
approach is to simply deploy multiple identical copies of the
application on the application server and to deploy multiple
copies of the database schema and partition the system data
accordingly among the different installations. An interesting
facet of Phoenix is that even though there could be replicated
copies of the software that are ultimately managing the same
overall set of data, the system will tend to run faster on the
same exact hardware for the exact same workload when
decimated into multiple instances, with each instance
containing only a subset of data. This is due to decreased
memory footprint per instance, better use of inline caches,
reduced virtual memory paging, and in particular better
database performance. A set of SQL queries for full engine
materialization might require thirty full table scans in the
database. One approach to improving performance would be
to carefully control the generation and allocation of database
ids to the system, and then use table partitioning to improve
table scan performance. However, it is easy to take advantage
of the natural partitioning in the datasets, and simply deploy
multiple copies of the system using data that is decimated to
the natural data alignment. It is also straightforward to host
these deployments on multiple servers for even more
performance. Thus there is a simple avenue to horizontal
scaling. The tradeoff is that a user needs to access a specific
installation of the system. As long as the system partitioning
follows the natural data partitioning, this is not really an issue.
There are also mechanisms, such as reporting, that allow for a
“rolled-up” view of the information captured by multiple
installations of the system.

Ultimately, an arbitrary partitioning scheme could be
adapted. This approach would be based on using grid-based
software to provide the additional functionality to support the
arbitrary horizontal scaling. Examples of such technology include
software grid systems such as Coherence [3] or GigaSpaces [4].
(Fig. 1) Maintaining spatial-temporal data locality in any given
partition of the system (data) would still be a desirable quality
in order to ensure maximal performance. Such a system would
require facilities for directing searches to a specific partition. To
maintain performance, some replication of data might be
required. For example, suppose an assembly were moved from
one engine to another. If these engines were to exist in two
different partitions of the system, the grid implementation
would need to account for this in the totality of the history
of the components in any given partition. However, the goal
of partitioning is to improve performance. Ideally, any
given search should be limited to involving the smallest
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number of stacks, preferably one. The better approach is to
move the data for the containing aggregate and the component
such that they are collocated with the moved component’s
target aggregate. The move event would trigger an ETL
(Extract-Transform-Load) process managed by the system
software. In either case, such an approach becomes a
sophisticated “anti-corruption” layer [5].

i Browser ;

Incorparata Grid Softwzre into the Phoznix
stack and implement anti-comuption layer

Single Image Facade ﬂ7

| N

‘WebSphere6.1

Phosnix stacks AlX App Server

ORACLE1Dg

AlX DBMS Server
PHX1 PHX2 PHX3 — " | PHX20

Install identical copies of the Phoenix Schema with different partitioned data on DBMS Server

Fig. 1 Phoenix Scale-out using a Grid Architecture

Grid systems such as Coherence and GigaSpaces are built
around a distributed architecture model. This means that by
incorporating such technology into the system implicitly
provides a foundation such that each partition could run on its
own dedicated server. The combination of partitioning,
distribution, anti-corruption, and genericity with the core
spatial-temporal abilities of Phoenix makes for a unique and
powerful system that is widely useful in many applications.
Prototypes of certain parts of Phoenix using both GigaSpaces
and Coherence have been implemented to drive further
refinement of the architecture.

II. CACHING

It is important to note that both Coherence and GigaSpaces
can act as second-level caches for the Hibernate [6] object-
relational mapping system used in Phoenix. Additionally,
these packages can act as caching mechanisms in their own
right. This means global metadata such as BOM models could
be cached. Certain operations in Phoenix could benefit from a
generic global scratchpad in memory as well. Materialized
dynamic composites could be cached. A key question is what
exactly should be cached.

III. COG MODEL

Another partitioning approach has been implemented to
provide the next level of scaling in the Phoenix architecture
beyond implementing a data grid. It is described in this
section. It is postulated in this paper that there are almost
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always multiple models in any large system. Or, perhaps, there
should be. Structuring paradigms such as layers and tiers
contribute to this. Different database models for transaction
processing versus analysis or reporting are another example of
this effect. Useful software is used software, and software
which is used inevitably undergoes change. So maintenance
and augmentation tends to drive large, long lived systems in
this direction as well. In a discussion on Domain Driven
Design, Evans [7] provides an excellent rationale for the
multiple model approach. Evans discusses decimating a
system into corresponding domains such as a core domain,
generic domains, and sub-domains. He postulates that while
architects are taught to eschew duplication and that there
should be a single, unified model within any one such context;
he then states that duplication should be embraced between
contexts.

Phoenix [1] uses a very generic Entity Relationship data
model. This model is represented inside the database, and it is
mirrored by an object model. Instances of dynamic composites
are instantiated in memory using this object model. The co-
models were designed to support the storage, searching and
materialization of any type of dynamic composite. Despite this
genericity, the need for performance and functionality has
driven the architecture to multiple copies of the same model,
as well as multiple copies of the same data in different models.

Some criticisms of the system were directed at the lack of a
more specific (strongly-typed in the domain of discourse) set
of entities and classes. In the application domain such as that
which is served by Phoenix, this would include tables and
classes such as “Engine”. However, the Phoenix core domain
is really “composites in time”. State is viewed as the “value of
an identity at a time” [8]. It just so happens that the
applications currently built on Phoenix deal with composites
of engine components. They could be composites of anything.

Besides the persistent Phoenix ER data model and its
mirrored object model, the data in the system is also
represented in a Dimensional Data Mart (DDM) [9]. The
DDM provides a system-wide data rollup in a format
amenable to relational tools, especially reporting tools.

The new model that will be discussed in this section is
called Composite Object Graph (COG). Here, a COG is
defined as object graph that is built in such a way that it is
capable of representing the information and structure of a
dynamic composite and is compatible with the requirements of
the persistence mechanism that will be used to store the COG.
The COG might use an Object Database (OODBMS) as its
persistence mechanism. Or, it might exist in the distributed
cache on a grid system such as Coherence or GigaSpaces.
Typical compatibility requirements might include constraints
such as the need for the persistent classes to implement a no-
argument constructor. The classes might be required to
implement language specific elements. The system is currently
implemented in Java, so there may be a need to implement the
Java Serializable or Externalizable interfaces.  Another
requirement might be that native Java collection classes could
not be used, so the COG would have to forego the use of
native Java collections, create its own simple collections, or
use collection classes supplied by the persistence mechanism.
In order to keep as many options open as possible, while
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leveraging identical or very similar constraints, the COG is
designed to work on as many of the potential storage,
distribution and caching systems as possible. Currently, the
COG is implemented using the DB40O open source OODBMS
[10].

In an earlier system, NextGen [11], an important distinction
was made between having a current time model as well as the
full (historical) model. The spatial-temporal model is vastly
simplified by reducing the time dimension to “now” in the
current time model. Many common operations are performed
in the “current time”. For example, typical current-time
queries in Phoenix include “What is the current configuration
of engine X? What modifications has the engine incorporated
to this point? What modifications are available?” The
important distinction here is that if the system can be
partitioned in yet another dimension, along the time axis, then
the performance for these operations can be radically
improved over searching through all historical data. A COG
also has the benefit of being able to be stored in an object-
oriented representation. Using object-based persistence can be
a big win in performance for complex object systems versus
using relational storage. In general, if a point in time can be
established, the spatial-temporal graph can readily be built and
stored as a COG.

One choice for the current time model is to simply keep the
same exact system application, but achieve improved
performance by replicating out the current time information
into a separate data store that uses the same data model as
well. The replicated store would be used to handle only the
current time processing. As discussed earlier [1], it has already
been demonstrated that simply reducing the amount of data in
the spatial-temporal model has a strong, positive effect on
Phoenix performance.

Another approach is to implement an entirely different
storage model for the current time structures, and then use
both structures in the system. This is the approach currently
being taken, and it utilizes the COG model. Thus, the COG
model acts as a persistent object cache of current-time data.
There is a facade that acts as the entry point to the system.
The application starts off with the current-time context, and
then optionally if there is a need to drill down or perform an
edit, it deals with processing against the entire historical
data set. This can be done either synchronously or
asynchronously. The synchronous approach can use read-
through/write-through access to the underlying data store
when everything must be kept in synch. Write-behind
approaches update the cache and then asynchronously
update the underlying data store.

The fagade makes the system appear as a “single image” to
an end user and also acts as a router to channel interaction to
the appropriate copy of the stack containing the required data.

Brewer’s Law [12] states: “You can have any two of the
following three qualities in your system: consistent, available,
or partitioned”. Since partitioning is a deliberate first choice to
allow the system to scale out, this leaves only a single axis of
freedom. Since the operational context of these designs is that
of a Web-based system, the second choice is availability.
Therefore, some modicum of consistency may be sacrificed

(temporarily) in order to produce a large (partitioned) and
performant (available) system.

The COG model for Phoenix (Fig. 2) is BOM-based, as this
matches the approach of engine management applications in
Phoenix that use BOM structures as metadata. The NextGen
system used a process of “double writes” to update both the
current time model and the historical model. The historical model
update process in NextGen used a queued, write-behind
approach. In an earlier version of the Phoenix system, certain
edits to the data store could use an asynchronous write-behind
approach to update the system. A “headless” version of the
Phoenix stack was developed in parallel with the full stack. The
headless version was used to perform background processing
tasks against the same data store. These tasks are the same
operations normally done by the full stack, but the headless stack
is distributed to another server and communicates via messaging.
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7
-superAssembly
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AtomicPart | 1o from | Connection

Fig. 2 Generalized BOM-based Composite Object Graph

All system edits are transactional, but in the asynchronous
mode, the edit carries both the current state and the new state,
and the system first checks to see that the current state
matches that which is contained in the edit message. The edit
occurs as an “all or nothing” transaction and it will not occur
if there is a mismatch between the current system state and the
current state contained within the message. The edit is then
reflected in the COG store, and eventually in the DDM store
as well. The DDM is rebuilt each night. Both the COG and
DDM models are considered “read only” outside this update
process. Updates are always made first to “back end” i.e. the
Phoenix stack, and then propagated back to the other models.
As stated previously, edits that must be done in real time can
always go directly through the full Phoenix stack in a
synchronous fashion. Ultimately, this approach might change
as the Grid vendors continue to expand their feature set in
these areas. For example, the COG could be cached and
updated first, while an asynchronous process updates the
underlying data store.
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In 2007, a Business Process Engine [13] was added to
Phoenix. The thinking at that time was to use the process
engine to manage COG images and updates and the message
flow between the front end (fagade) and back end store. It is
also notable that systems such as Coherence and GigaSpaces
both evolved their facilities in a direction that better supports
the COG implementation. Since these mechanisms are built in
as part of the distribution, replication and control architecture
of the Grid packages, the need for the Process Engine in this
area has been superseded.

The current COG implementation (Fig. 3) is based on
DB40, an open source OODBMS that supports both Java and
C#. The benefit of using an object database is that a COG can
be persisted directly and rematerialized quickly. Having
another persistence engine and model that supports a COG
directly means that a COG can be pre-created, stored
persistently and then quickly recreated in a cache or in
transient memory. In essence, pre-creating a COG for each
engine is an example of both vertical and horizontal scaling
since the information is partitioned in the time axis and
partitioned by engine in the data axis. A COG approach
avoids the real-time overhead of object-relational mapping
and much of the real-time querying required when
materializing an engine. An ETL process is still required to
initially instantiate a COG when a new component (e.g.
engine) is entered into the system.

Single Image Facade

Command

Read Through
Pattern

Write Through

Update Msg
Current State

New State

Composite
Object
Graph

Local

Synchronous
Or Asynchronous

' All Time Data

Ri il *
Phoenix Stack f———

Current Time Data

Fig. 3 Incorporating COG’s into the Architecture

An earlier approach [14] used database rows to store blobs
of serialized object graphs of COG structures. Future
approaches may involve persistent concurrent data structures
such as bit-partitioned hash tries [8]. These structures support
efficient, immutable copies that implement Software
Transactional Memory (STM) [15]. Again, the architecture is
driven by the notion of having the same data, but storing it in
a different representation (model). The bifurcation with STM
is mutability versus immutability when dealing with
concurrency and state.

IV. SUMMARY

The fundamental capability of the Phoenix system to
flexibly represent and reason over spatial-temporal
information in a very generic form makes it applicable to
solve a large and important range of problems. As the system
progressed, the biggest requirement became the ability to scale
it to handle larger data sets. This paper describes the evolution
of the Phoenix system to provide increased performance and
scalability.

The main techniques used in
architecture include:

scaling the Phoenix

Achieve parallelism and reduce search footprint with a
scale-out design

Horizontal partitioning with multiple generic stacks
and data stores

Grid computing

Domain-driven design

Caching

Foreground/background processing

Multiple models of representation

Unified model within a context

Duplication between contexts

Optional read-through/write-through edits to the

underlying data store

Optional asynchronous updates to the underlying data
store

Anti-corruption layer and mechanisms

Carrying current and new state during asynchronous
updates (example of anti-corruption )

Data re-collocation after splitting historical data

(example of anti-corruption)

Maintaining context with the front-end fagade (single
image system / software router)

Continuous ETL to update multiple models

Composite Object Graphs

Temporal partitioning of the current time

representation independently of all historical data

Domain-driven design

The work has been successful. In general, good solutions
have been reached and other performance enhancements are
being investigated. The scale-out approach over natural data
partitioning provides proportional performance increases.
Partitioning over an arbitrary division of data can extend these
gains by leveraging Grid computing software in a
straightforward manner. The Grid software facilities then
become part of the anti-corruption layer.

Future work will involve partitioning the system in yet
another way. Identity is forever, and Structure typically
changes slowly. Some data captured in the system, while
temporal in nature, has frequent updates. There needs to be
more isolation and flexibility between representing a Slowly
Changing Dimension (SCD) [16] and a Fast Changing
Dimension (FCD) in the system.
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Abstract- Due to different directives, the growing request
for citizen-orientation, improved service quality, effectiveness,
efficiency, transparency and reduction of costs, as well as ad-
ministrative burden public administrations apply increasingly
management tools and IT for continual service development
and sustainable citizens’ satisfaction. Therefore public adminis-
trations implement always more standard based management
systems, such as quality ISO9001, environmental ISO 14001 or
others. Due to this situation we used in different case studies as
basis for e-government a the administration adapted, holistic
administration management model to analyze stakeholder re-
quirements and to integrate, harmonize and optimize services,
processes, data, directives, concepts and forms. In these case
studies the developed and consequently implemented holistic
administration management model promotes constantly over
more years service effectiveness, citizen satisfaction, efficiency,
cost reduction, shorter initial training periods for new collabo-
rators, employee involvement for sustainable citizen-oriented
service improvement and organizational development.

Keywords: e-government, administration management,
process management, service management, organizational
development, management system

I.  INTRODUCTION

A Starting Situation

Due to globalization and ever shorter change cycles organi-
zations and also public administrations must improve increa-
singly faster their services, organization and technologies in-
clusive IT in accordance to citizens and legal requirements.
Thus the largest potential is continual improvement by orga-
nizational learning based on individual learning and the
management of information, data, knowledge [1] and direc-
tives. In this respect an effective holistic interdisciplinary
systemic administration management and an optimal exploi-
tation of data, information, directives and knowledge within
the public administrations are central for new public man-
agement. However, existing systems have not kept pace with
the evolving complexity and diversity of challenges facing
knowledge workers to support their daily work [2]. There-
fore integrating job relevant data, information, directives and
knowledge into the business processes of public administra-
tions has become a topic of general interest [3], [4], [6].

Management tools, successfully applied in great sized pri-
vate organizations, can not be transferred without changes
into public administrations. The prevalent influence of laws

and directives, the differences between single proceedings
caused by to the individual citizen situation, the fragmenta-
tion of services and processes over different departments or
administrations, the undefined client as all citizens for some
services, the important influences and role of politicians, the
considerable amount of data including sensitive data, the in-
creasing data protection demands require adapted manage-
ment models. Therefore existing models must be adapted
regarding their specially conditions for the use in public ad-
ministrations.

More than one million organizations of different sizes and
scopes are implementing already since several years man-
agement systems, such as quality ISO9001, environmental
ISO14001, information security ISO27001, hygienic
1SO22000 or others [7]. They are based on international
standards with common principles: organizational objectives
and strategies, business processes, resource management and
the continuously optimization of the organization [8]. These
systems are implemented more frequently in a holistic way.
Thereby are integrated according to organizational purpose
and objectives different aspects, like quality, environment,
hygiene, data security, occupational health and safety, per-
sonnel development, resource management, IT - manage-
ment, communication management, controlling, and/or
knowledge management.

The established standard based management system must be
documented, communicated, implemented and continual im-
proved. Thus the system documentation contains the entire
actual explicit knowledge and supports individual and orga-
nizational learning. Thereby the management system pushes
constantly the knowledge and learning spiral, change organi-
zational knowledge and promote sustainable organizational
development.

B Purpose of the Article

In the public administration processes and services are often
fragmented over different departments or administrations. If
projects and actions are taken independently of each other to
promote efficiency, effectiveness and cost reduction for sin-
gle sub organizations, the holistic service and business
process of the administration is neglected. Consequently dif-
ferent departments use for the same administration service
different procedures, directives, regulations, forms, concepts,
methods and/or IT solutions. Just at the end of the 20" cen-
tury new public management required process redesign.
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Nevertheless it was applied frequently in a fragmented way
[9].

Organizations commit a radical error and analyze their or-
ganization by the lens of their lived processes. They ask
themselves “how can we use new technology to optimize our
processes” instead of, “how we can do something new with
the technology: automation instead innovation” [10]. The
prior IT objective must be to promote in the best way possi-
ble the objectives of the organization.

Thus we need a holistic, systematic administration manage-
ment approach, which regards the special requirements of
public administrations, to respond to ambient changes, to in-
crease efficiency, citizen satisfaction, effectiveness and cost
reduction and to promote continually organizational devel-
opment for fulfilling sustainable citizens and stakeholder re-
quirements.

C Research Approach

The always stronger request for citizen orientation, citizen
satisfaction, efficiency, effectiveness, cost reduction, shorter
improvement cycles in the public administration, the increas-
ing implementation of standard based management systems,
the growing informatization, and the great importance of cit-
izen-oriented organizational development leaded us to intro-
duce a the administration adapted, holistic administration
management model, which is based on standard management
systems. Thereby we analyze stakeholder requirements, in-
tegrate, harmonize and improve services, processes, direc-
tives, law interpretations, concepts and documents to pro-
mote the fulfillment of the objectives of the administration
and citizen-oriented organizational development.

D Structure of the Article

Firstly we describe based on the starting situation the project
objectives [II]. Afterwards we explain our holistic manage-
ment model for the public administration [III]. After that we
present our approach [IV]. Finally we document the project
experiences and results [V] including the achievement of the
project principles [V A] and a reflection about success fac-
tors and social aspects [V B]. At the end we express an out-
look [VI] and our conclusion [VII].

1I. PROJECT OBJECTIVES

How can we establish the objectives and strategies of a pub-
lic administration regarding stakeholder and citizen require-
ments? Howe we analyze, integrate, improve, harmonize and
communicate processes, services, data, directives, law inter-
pretations, concepts and documents in a holistic and system-
ic way in accordance with the established requirements in
order to be considered, used and continual improved as an
organizational knowledge base for sustainable citizen-
oriented organizational development?

With our holistic administration management approach we
expect to foster:

o effectiveness and citizen satisfaction,
o efficiency and cost reduction,
e shorter initial training periods for new collaborators,

e organizational development by employee involvement
and service improvement.

This holistic administration management model includes all
relevant processes, services, data, directives and information
and should improve knowledge representation, knowledge
communication, learning, service implementation and know-
ledge use, employee involvement, knowledge generation,
process and service improvement and organizational devel-
opment.

1. HOLISTIC ADMINISTRATION MANAGEMENT MODEL

For the holistic administration management model we use
the ISO9001 model [8]. The distinct standard based man-
agement systems have different specialized focuses, but are
all based on common principles [8], [fig.1.]:

¢ Organizational objectives and strategies must be estab-
lished regarding stakeholder requirements.

e All administration processes including management
process, support processes, resource processes and opti-
mization processes must be defined and promote opti-
mized fulfillment of organizational objectives under the
focus of respective standard.

e Process oriented resource management must be promoted
including human resource development, IT — manage-
ment and other infrastructures, tools and instruments.

e The administrations, their objectives and strategies, ser-
vices, products and processes must be continually opti-
mized according to established processes in the sense of a
PDCA cycle (plan, do, check / study, act).

The established administration management system must be
structured and systematically documented, as well as com-
municated within the administration. The collaborators must
be continually motivated for implementing the established
processes and for recommending improvements.

These standard based management systems are implemented
more frequently in a holistic way. In accordance to organiza-
tional purposes and objectives different aspects like quality,
environment, data security, occupational health and safety,
as well as human resource development, IT, data, communi-
cation, knowledge and infrastructure management, control-
ling are integrated.
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Fig. 1. Main requirements of standard based management systems

IV. APPROACH

Due to the large relevance and range of a project for imple-
menting a holistic administration management model we use
a holistic project management method for planning and im-
plementing it in accordance with stakeholder project re-
quirements. The achievement of the project objectives is
controlled constantly by concrete measurement methods.

A Stakeholder Oriented Organizational Objectives

For establishing the vision, mission statement, administra-
tions’ objectives and strategies we use Quality Function
Deployment [11]. We define and prioritize the stakeholder
(politicians, citizens, customer, collaborators, supplier, envi-
ronment and society) with the collaborators and managers
involved. Due to the experiences from intensive contacts be-
tween stakeholders and collaborators and, or due to inter-
views, literature research or citizen surveys the stakeholder
requirements and expectations are identified. Subsequently
they are prioritized. The vision, mission statement, longer-
term strategic objectives and concrete full year objectives for
the administration are deduced from the prioritized require-
ments. To achieve these objectives we elaborate appropriate
programs and projects, define responsible organizational
units, measurement methods, metrics, deadlines and neces-
sary resources. Thereby we regard all relevant aspects (e.g.
quality, environment, hygiene, data security, occupational
health and safety, human resource development, resource
management, IT - management, communication, controlling,
knowledge management). Thus the entire administration is
focused on stakeholder requirements.

B Process Analysis and Process / Service Improvement
Afterwards the services and applied processes are analyzed
bottom up by interviewing the collaborators involved [10].
For process modeling we apply simple structured flow-
charts [Fig.2] with three or four columns (4th for annotations,
conditions, terms), which are limited to one page. Therefore
they are deeply structured. For time critical descriptions we
use Gantt charts. All processes receive also a short textual
summary.

Thereby we consider all processes of the administration be-
ginning from the management process, all service processes

inclusive the development of new services, as well as all
supporting processes, resources processes and improvement
processes. In accordance to the objectives of the administra-
tion we consider and integrate thereby all relevant aspects
(e.g. quality, information security, data protection, environ-
ment, human resource development, resource management,
IT - management, communication management, controlling,
knowledge management or others).

responsible

process document/data

s law
| Instruction, temp-
‘ late, checklist
~———————
data, help,
essons learned

Fig. 2. Process modeling method

responsible func-
tion, collaborating
function

All processes are analyzed and improved regarding the es-
tablished administrations’ objectives, legal and directive re-
quirements, efficiency, effectiveness and cost reduction.
They are harmonized and integrated inclusive the proce-
dures, directives, regulations, legal interpretations, concepts,
checklist, forms as well as the information and data flow and
all databases and IT systems [3].

To harmonize the services, processes and data we define in
the first step the main services with their corresponding
processes and analyze these in the single departments. Af-
terwards we harmonize common process segments, legal in-
terpretations, directives, concepts and forms (apart from
some specific data and calculations) and integrate them.
Thus we establish a reduced number of common, harmo-
nized, integrated main services and processes (ca. one until
five) with related data, documents, instructions, information,
relevant laws, directives and legal interpretations. After-
wards parameterization resolves specific differences. There-
by we define and apply also a common organizational glos-
sary.

For all activities the responsible function, the applied docu-
ments, checklists, procedures, forms, IT applications, the re-
levant laws and directives are studied. Also the necessary da-
ta, information and knowledge for all tasks and their ex-
change and storage are analyzed. In that way the whole doc-
ument and data logistic is identified (creation, control, ap-
proval, signature, release, distribution, retrieval, modifica-
tion, archive and destruction). Thereby also the data inter-
faces are defined. All treated data are examined for necessity
and lawfulness. This is also an optimal basis for establishing
signature regulations including signature rights and signature
procedures. In accordance to the administration purpose and
objectives, as well as the data protection code, the required
data encryptions and necessary encryption procedures are
identified. Further the procedures for current, intermediate
and historical archiving with archive duration and the re-
quirements for data and service confidentiality, availability
and integrity are elaborated. Thereby we regard the data pro-
tection law. This is also an important part of a holistic in-
formation security management system in accordance to
ISO/IEC 27001.

Templates are developed for all necessary documents and
forms (e.g. application forms). Thus they are examined only
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once by specialized experts and jurisprudents. Afterwards
every collaborator can fill them easily with the personal data
of the single applicant. The specialized knowledge of experts
is integrated also into all checklists. Thereby implicit know-
ledge is externalized. Further the checklists are continually
extended or changed according to experiences taken during
the application in the administrations’ everyday life. Also
changes in the law, modified directives or regulations or al-
tered stakeholder requirements or circumstances causes
modifications. Thus services, processes, procedures and
documents - the whole knowledge base- are adjusted flexi-
ble. Thereby the defined improvement process must be ob-
served. In the same way data and knowledge, which is no
more needed, is removed in time.

During process analysis we recognize these process steps, in
which experiences and interpretations of laws or directives
(lessons learned) are developed. That should be documented
for later use. Thus data collection and information
processing are planed and implemented systematically and
structured accordingly to the relevant data protection codes
and all other legal requirements. We integrated into the
process models, directly at the single process steps, a context
sensitive interface to the relevant laws and directives. Fur-
ther users can integrate into the process models individual or
common accessible personal notes and thereby represent
their knowledge.

Function profiles, necessary requirement profiles, know-
ledge and competences are deduced from the single process
steps. Thus knowledge carriers are specified and knowledge
maps - yellow pages- are constructed [12], [13], [14].

C Resource Management

The administration must determine and provide due to stan-
dard requirements necessary resources, tools and instruments
to achieve the established objectives and to continual im-
prove the administration.

The increasing strengthened informatization effects job mod-
ifications, redistribution of responsibilities and job enlarge-
ments. Therefore the personnel regulations (such as career
profiles, requirement profiles, selection procedures) must be
adapted. This, the growing service and citizen orientation
and increased service quality requirements demands self and
social competencies, communication skills, IT — compe-
tences, interest in new knowledge, change and learning wil-
lingness, team ability, openness and tolerance, empathy, en-
trepreneurial spirit, as well as self-driven, objective and sys-
tem oriented acting in accordance to the established objec-
tives and regulations. The standards require the planning and
implementation of trainings and competence objectives ac-
cordingly to defined processes. The effectiveness of the
processes must be evaluated.

D Continually Improvement

Due to standard requirements we deduce from established
administrations’ objectives service and process objectives.

Therefore we define corresponding measurement methods to
demonstrate the service and process ability to achieve
planned results. This is the basis for the continually im-
provement of the administration. Based on the required sys-
temic approach of the standards, the interrelations between
single services, processes and objectives must be identified,
understand and managed [8]. The ability of the organization
to achieve planned service, process and administration ob-
jectives, inclusive citizen/customer satisfaction, is evaluated
periodically by data and information in accordance to estab-
lished measurement methods. If planned results are not
achieved appropriate corrective and eventually preventive
actions must be determined, implemented and their effec-
tiveness evaluated. All corrective actions, improvements or
changes must be checked by the involved collaborators, ap-
proved, documented, communicated, implemented and their
effectiveness evaluated. Therefore appropriate systematically
and structured processes must be established. Optimizations
and preventive actions are introduced also by means of col-
laborators’ ideas and suggestions. Periodically internal and
external audits, feedbacks from stakeholders, the collabora-
tion with supplier and praxis experiences promote improve-
ments, which are handled systematically in accordance to es-
tablished processes.

Thereby holistic administration management, knowledge use,
systematically and continually knowledge generation, organi-
zational learning, process and service improvement for conti-
nual organizations’ development, as well as service and/or
process innovations in accordance to established objectives
and stakeholder requirements are promoted. Theoretical con-
siderations are tested in practice. In that way we integrate op-
timally process modeling, service and process standardization,
service and process improvement with need and objective
oriented flexible process implementation. Changing organiza-
tional knowledge new individual learning becomes possible.
Thereby the knowledge and learning spiral is pushed constant-
ly again and the organizational knowledge base is extended.

E System Documentation

The established management system with vision, mission, ob-
jectives, strategies, service and process models including di-
rectives, legal interpretations, concepts, documents, the data
management, the relevant laws, directives, necessary law in-
terpretations, function profiles, templates, checklists and oth-
ers must be documented. All collaborators and every new col-
laborator at his/her entrance receive the documentation tracea-
ble. Also all changes must be distributed traceable. The colla-
borators and particularly the directors must constantly imple-
ment the established processes, regulations and directives. To
promote need-oriented, workplace integrated access to system
documentation we prepare it regarding media-pedagogical,
motivation-psychological and didactical principles [15] and
distribute it electronically through web-based intranets or pdf.
The way for accessing the single modules must be as short as
possible, optimal structured and practice oriented. The re-
quirements of all collaborators must be analyzed and consi-
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dered as early as possible (e.g. an efficient and effective
search function). We used a constructivist method. Need-
oriented workplace integrated learning, knowledge communi-
cation and knowledge sharing can be promoted further by an
organizational learning and knowledge system [16].

F IT Implementation

A consequently implemented and improved, the administra-
tion optimally adapted, holistic administration management
system offers due to its strong stakeholder and objective orien-
tation, the systematically, structured and holistic approach, the
collaborators’ involvement, the harmonized, burden reduced
services, the in the practice “tested” and optimized processes
and forms an optimal basis for e-government. Due to a strong
and early user involvement and this holistic, systematically
approach the IT will be best adapted to all stakeholder and us-
er requirements’ and promotes a sustainable citizen-oriented
organizational development.

V. PROJECT EXPERIENCES AND RESULTS

This holistic administration management model is imple-
mented successfully since more years in several public admin-
istrations with distinct management systems. Thereby imple-
menting customer and service orientation, process thinking,
harmonizing and simplifying processes, directives, concepts,
procedures and forms, as well as controlling and maintaining
service and process improvement were great challenges.

A Achieving the Project Objectives

This holistic administration management leads to the follow-
ing case study results collected by established service,
process and system measurement methods and interviewing
directors and collaborators:

o Effectiveness and citizen satisfaction: the fulfillment of es-
tablished objectives is periodically controlled by defined
measurement methods, studied and if necessary, appropri-
ate corrective or prevention actions are elaborated, imple-
mented and their effectiveness is controlled. Therefore in
an administration e.g. could be improved the citizen satis-
faction constantly from 85% at the end of 2002 to 92% at
the end of 2006. The administrations can achieve their es-
tablished objectives in average at more than 95%. By an
optimal IT support the measurements can be continually
evaluated with no or little additional expenditure. Many
collaborators and specially directors felt the clear definition
of objectives and aligned measurement methods as a great
help and assistance. This improved achieving of admini-
strations’ objectives secures sustainable citizen orientation.

e Efficiency and cost reduction: Due to constantly opti-
mized processes and services in accordance to established
stakeholder oriented objectives the adherence to delivery
dates could be increased in an administration from 77% in
2002 to 95% in 2006.

e Shorter initial training periods for new collaborators: new
collaborators are quickly introduced into the structure of
the system documentation at their first working day. Af-
terwards they learn all relevant contents for their specific
administration job in a self-driven, need oriented, work
integrated way. Thus the documentation is always acces-
sible a new collaborator can focus at the start only on the
principle information and after she/he access need-
oriented to all necessary directives, regulations, laws, law
interpretations, procedures and process models to fulfil
her/his job. Thereby the lead time could be abbreviated
around a half. New collaborators feel themselves substan-
tially earlier integrated into the administration and can
execute their job faster well, whereby the productivity in-
crease and possible errors are avoided.

e Organizational development by employee involvement
and process / service improvement: Due to the standard
requirements all ideas, optimizations and suggestions of
the collaborators are evaluated, eventually implemented
systematically and structured and their effectiveness is
controlled. Thereby we received averaged monthly 0.1
until 0.6 ideas from each collaborator. Thus service and
process improvement is promoted, the system documenta-
tion (organizational knowledge base) continually im-
proved and the achievement of the administrations’ objec-
tives sustainable optimized.

The optimized information and communication flows, the
improved service and process thinking, which promotes or-
ganizational relationships, the implemented human resource
development, knowledge exchange and knowledge genera-
tion, and the enhanced collaborators’ involvement increase
the collaborators’ satisfaction.

In periodically internal and external audits the compliance be-
tween the lived processes/services and the process models (or-
ganizational knowledge base) is examined. This supports a con-
stantly updating and changing of the process models and servic-
es. Thereby we integrate optimal process/service modeling,
process/service standardization and transparency with need and
objective oriented flexible process/servcie implementation.

B Success Factors and Social Aspects

Corporate culture, processes and IT technology must be in-
tegrated optimally according to administration objectives,
collaborators needs and stakeholder requirements. Thereby
didactical principles should be considered also in order to
support the continual improvement of processes, services,
organization, technology and the administration itself.
Technology, models and methods are thereby only tools,
which support the optimization of the administration in-
cluding its services and processes so far as this is admitted
by the culture. Therefore we need an open, confident
based, participative, esteeming, fault-tolerant, objective
oriented corporate and learning culture with criticism and
change readiness.

The collaborators should be interested in new knowledge,
able for self-driven learning, have personal employment,
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team ability and change willingness. All managers must ela-
borate constantly and actively new ideas and motivate their
collaborators in following these principles. A strengthening
point for achieving this is the maintenance of an optimal in-
ternally communication as well with external partners.

The system documentation must be analyzed and improved
bottom up by involving the concerned collaborators. There-
by the collaborators support the project, develop practice
oriented services and process models with daily used terms.
In that way the documentation contains most of the explicit
organizational knowledge. A great challenge is also the right
process depth: to promote an efficiently and effectively ap-
plication of the documentation there should be regulated as
much as needed and as less as possible.

Using holistic administration management as basis for orga-
nizational learning and organizational development requires
the administration best adapted process and service models.
This certainly can not be achieved by using purchased gen-
eral manuals, which do not correspond with lived processes,
services and objectives. Further the system must be conse-
quently and effectively implemented and can not be only an
alibi - action.

This holistic administration management model requires
from the system manager or e-government specialist a part
from system and administration management skills the ex-
pertise about all relevant laws and directives and necessary
competences in change management, organizational learn-
ing, knowledge management, information and data manage-
ment, information security management, data protection,
controlling, technology and infrastructure management, and
others.

Sufficient IT-infrastructure and IT-support are also very im-
portant for the project success. A need and objective oriented
workflow based holistic database supported e-government
system promotes continual organization development in ac-
cordance to administrations’ objectives, as well as effective-
ness, efficiency and cost reduction.

VI. OUTLOOK

Due to these excellent project experiences in different ad-
ministrations with distinct management systems holistic ad-
ministration management systems should be introduced en-
hanced by regarding all success factors [V B].
Administration management should be considered more in
a holistic way. Thereby different aspects, like quality, envi-
ronment, hygiene, data security, occupational health and
safety, personnel development, resource management, IT -
management, information management, knowledge man-
agement, controlling and others should be integrated ac-
cordingly to administration purpose and objectives.
Administration management should underline and promote the
importance of an open, confident based, fault tolerant corporate
and learning culture with criticism and change readiness.
Trainings for system manager, e-government specialists or

IT analyst should consider more this holistic administration
management approach and teach all aspects of this model
and the importance of corporate and learning culture.

VII. CONCLUSION

Due to our holistic administration management model we
analyze stakeholder requirements, integrate, improve and
harmonize services, processes, data, directives, legal inter-
pretations, concepts and documents bottom up by interview-
ing the collaborators involved and prepare the system docu-
mentation in accordance to didactical principles. In the vari-
ous case studies this holistic administration management
model promotes effectiveness and citizen satisfaction, effi-
ciency and cost reduction, shorter initial training periods for
new  collaborators, = employee  involvement  and
process/service improvement for sustainable citizen-oriented
organizational development,
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Abstract—With  more and more peer-to-peer (P2P)
technologies available for online collaboration and information
sharing, people can launch more and more collaborative work
in online social networks with friends, colleagues, and even
strangers. Without face-to-face interactions, the question of
who can be trusted and then share information with becomes a
big concern of a user in these online social networks. This
paper introduces an adaptive control service using fuzzy logic
in preference definition for P2P information sharing control,
and designs a novel decision-making mechanism using formal
fuzzy rules and reasoning mechanisms adjusting P2P
information sharing status following individual users’
preferences. Applications of this adaptive control service into
different information sharing environments show that this
service can provide a convenient and accurate P2P information
sharing control for individual users in P2P networks.

Keywords — adaptive resource control; fuzzy logic; P2P
technology; information sharing; collaborative social network

I INTRODUCTION

P2P technology has been proven to be a good solution
for maximizing the cost-benefit ratio over information
sharing [1]. With the use of storage space and other
resources in a large scale supported by P2P systems,
information retrieval also becomes convenient and efficient.
As the rapid expansion of online social networks, people
start to share information and collaborate with each other
over the Internet. P2P technology is also a good solution for
sharing information such as large data sets with separate
pieces in distributed locations and/or generated by real-time
sources, which cannot be easily shared over online social
networks. Although people can benefit from a more flexible
and convenient information-sharing environment augmented
by P2P technologies in online social networks, the actual
sharing capability between peer users may be impacted by
the communication channel’s capacity, the communication
channel’s reliability, and access point control, in which
channel capacity determines the transfer speed of
information, channel reliability determines integrity and
safety of transferred information; access point control
determines the trustworthiness of peer users and their access
activities. As described in [2], the relationships between
users in online social networks are more complex than a
simple indication of two people’s mutual acquaintance. The
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complex relationships between people in online social
networks may raise confusion when users have to determine
the trust degrees between each other. Thus it is difficult for
users to control the safety and privacy of the information
being shared through P2P technologies between peers
within online social networks because of these uncertain
factors.

To manage a collection of uncertain factors in the
decision-making process for control of information sharing,
we provide an adaptive control service to help users manage
these factors according to users’ own preferences represented
in decision-making policies. We introduce “fuzziness” into
policy representation and enforcement in this service.
Applying fuzzy logic into a policy-based access control
service for P2P information sharing in online social networks
can help users handle multiple factors in decision-making
activities with a certain level of uncertainty. We propose and
implement a P2P information sharing service over online
social networks using policy-based access control and
combining various types of control information following
users” own preferences based on fuzzy enforcement of
policies containing uncertain factors.

II.  RELATED WORK

Peer-to-peer (P2P) technologies have received great
attention for information sharing in recent years [3]. A P2P
network can be described as a self-organizing decentralized
network where participating nodes can elect to consume as
well as provide services and/or resources at the same time
[4]. One node in a P2P network may act as a
service/resource consumer and service/resource provider at
the same time. In P2P networks, all resources are stored and
provided in a decentralized fashion. P2P technologies have
been proven as a good solution for designing and
implementing successful information-sharing applications
such as instant message (MSN & ICQ), file sharing (BT &
eMule), VoIP (Skype), and streaming media (YouTube).
Although using large scale storage space and resources
provided by P2P systems, information retrieving and
sharing become more and more convenient and efficient,
how can people trust other peers becomes a big issue. We
believe that introduction of an adaptive control service into
online social networks is a good way to solve these
problems. In next section, we will illustrate an adaptive
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control service using fuzzy logic to control information
sharing, using this service to manage trustworthiness
between peer users in information sharing, and how to
manage uncertainty in multi-factor decision-making for
information access control involving trustworthiness factors.

III. SYSTEM ARCHITECURE

Our system is a build in service which for online social
networks. In online social networks, when a user uses P2P
technologies for information sharing, he or she needs to
coordinate trustworthiness of other peer users, the capacity
of the communication channel, and the reliability of the
communication channel. The trustworthiness between peers
is hard to define because it is from an indirect source;
uncertainty in this factor is unavoidable. The capacity and
the reliability of one communication channel are also hard
to define, because these are subjective judgments. So it is
hard for a user to evaluate peer users who are currently
accessing shared information and control the information
sharing between these peer users dynamically. Thus we
introduce a P2P information sharing mechanism using
users’ preferences to provide a solution for this kind of
evaluation and control problems.

Define Subjective Define Rules for
Judgment Rules indirect information

T

Social Network

No. i ™

Plicy Generator sakzn
: 1
Palicy display

4 Login

gl
P2P Eilesigt---=
Management

Decision
making
process

W ! ; Does the user
] i ————— allowed to
DB f-----mmeeeee- access the file

Figure 1. System Architecture

Figure 1 illustrates the system architecture of our framework.

After users defining their fuzzy policies, the system stores
these policies in a database. Then, when a peer user from
online social network tries to access the shared information
within the system, the system retrieves policies from the
policy database and applies these policies onto the decision-
making process based on the information gathered from
peer users and system itself, such as the level of
trustworthiness of the wuser and the state of the
communication channel. Finally the system will decide
whether the user is allowed or rejected to access the shared
information and the upper limit speed of the allowed access
channel, and then adjust the states of all connected peers
dynamically.

IV. Fuzzy MODEL

A.  Fuzzy Model of Uncertainty

The trust relationships in P2P information sharing are
hard to assess due to the uncertainties involved. If a trust
relationship relies upon a subjective judgment based on
indirect information, it will be very uncertain and any access
operations related to that trust relationship may cause
unexpected results.

Fuzzy logic is a suitable way to represent uncertainties,
especially when they need to be handled quantitatively. Two
advantages of using fuzzy logic to quantify uncertainty in
trust management are: (1) Fuzzy inference is capable of
quantifying imprecise data or uncertainty in measuring
different levels of trust. (2) Different membership functions
and inference rules could be developed for different trust
relationships independently, without changing the fuzzy
inference engines and enforcement mechanisms.

L. Zadeh first introduced fuzzy logic in the
development of the theory of fuzzy sets. The theory of fuzzy
logic extends the ontology of mathematical research to be a
composite that leverages quality and quantity and contains
certain fuzziness. Introducing fuzzy logic into the research
of trust management, we try to solve the issues associated
with uncertainty in trust management for information-
sharing activities. First, we need to identify the subjects of
these issues. These subjects are either the sources of trust-
related information needed in trust management or the
entities with which trust relationships are built. This subject
set can be defined as follows.

Definition 4.1 Set of subjects in trust management

The set of subjects in trust management is all the subjects that are
either the sources of trust-related information or are the entities
with which trust relationships are built. This set is represented as
X in this paper.

Then we need to define a general fuzzy set in trust
management.

Definition 4.2 Fuzzy set for trust management

For every element x in the set of subjects X, there is a mapping x —3(x), in

whichd(x) € [0,1]. The set A={(x,d(x))} for Vxe X is defined as a
fuzzy set for trust management.d(x) is defined as the membership function
Jor every x ind.

All the fuzzy sets on X are represented as Z(X). Then we can
use a group of fuzzy sets from Z(X) to group all the
elements of X into several sets with different levels of
uncertainty. For example, we can use a group of three sets Z;
€ Z(X) to categorize of uncertainty in trust management.

Z, represents not recommended;

Z, represents normally recommended;
Z; represents highly recommended.

In real life, the level of uncertainty cannot be limited to only
one set, and the degrees to these sets are not simply ‘total’
or ‘none’; additionally, it is sometimes difficult to determine
which set or sets should be used for certain kinds of
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uncertainty. In other words, these sets are not exclusive to
each other. So when we deal with certain kinds of
uncertainty, a vector consisting of the degrees of
belongingness to each set D = {d;, , d, , d;} is more
appropriate for describing the actual trustworthiness-based
judgment from daily life, in which d; (i = 1, 2, 3) is the
degree of belongingness to set Z; (i = 1, 2, 3). Meanwhile,
there are several ways to determine or calculate the degrees
d;. One way is direct judgment that determines the degree
from direct experience or evaluation. Another one is indirect
inference that determines the degree via an analysis of an
indirect source such as reputation or recommendation. The
first one is relatively subjective while the evaluation method
may be very objective; and the second one is relatively
objective while the source of information may be subjective.
Other ways to determine the degrees also exist, which will
not be discussed in this paper.

B.  Fuzzy Representation of Uncertainty

To reason among the degrees of uncertainty in trust
management for further inference or decision-making-
making, we need to represent uncertainty formally. Direct

D
trust is formally described as ¢ blz ], which means
entity a is willing to rely upon entity b to degree D for the
categorized uncertainty Z. D is a vector with corresponding
degrees of belongingness for each set in categorization Z.
Direct trust is from direct experience of the trustworthiness
of the other entity or from a judgment with
subjective/objective evaluation. Indirect trust is described as
D

a7 b 2 ], which means entity a is willing to rely upon b
to degree D following P’s recommendation for the
categorized uncertainty Z. P is one or more entities
constructing a path that gives a recommendation to entity a
for entity b. D is a vector with corresponding degrees of
belongingness for each set in categorization Z. Indirect trust
is derived from the recommendation passed through one or
more intermediate entities. There are also two types of
recommendations. One type is that the recommender had
direct experience with the recommended entity so that the P
has only one entity; the other is that the final recommender
formed the recommendation from further recommendations
of other recommenders so that the P has more than one
entity constructing a chained recommending path or a
compound recommending graph. But from the
recommendee’s (entity a’s) point of view, there is no big
significance related to with the number of entities forming
the recommending path; the recommendee (entity ) only
cares about the final recommender’s capability to make
accurate recommendation based on its own experience and
trustworthiness.

The use of fuzzy rules to describe uncertain rules in
trust management can involve rules in which we have
antecedent terms of the form:

“If the probability of (some event) is high, then a certain action is
performed.”

We apply this general form to describe fuzzy rules in a
trustworthiness-based ~ decision-making  system  for
information sharing in online social networks to express real
life uncertainty in trust management and decision-making
making with human linguistics. Here different formats of
the probability function ¥ introduce different types of rules.
If W is a threshold function, the rule becomes a threshold
decision-making rule; if # has a fuzzy definition, the rule is
a fuzzy rule; if W uses a granular probability distribution,
the rule becomes most suitable for uncertainty description in
human linguistics.

C. Fuzzy Enforcement

Currently, most people use Zadeh operators /\ and \V
to perform calculation and analysis with fuzzy logic. But
these operators are too imprecise in that too much
information will be lost if these are the only operators used.
Thus several general class fuzzy operators are proposed [8].
To adapt to different sources of uncertainties in trust
management, a parameterized general intersection operator
and union operator are needed. They are also called T-norm
and S-norm. With different values of the parameters, these
operators can maximize the expressiveness and flexibility of
the system to capture people’s intentions toward these
uncertainties. Here we choose a general class of
parameterized fuzzy operators proposed by Dubois and
Prade [9] to perform further calculation and analysis.
Because these operators are suitable for policy analysis and
have clear semantic meanings [9], the intention embedded in
fuzzy sets can be easily enforced. So we define T-norm and
S-norm as follows.

Definition 4.3 T-norm
For fuzzy set A,B € Z(X) and 0. € [0,1],

(AmB><x>=T<A<X>’B(X>’“)=#% n which
, &1, in whic

A (x) and B (x) represent x’s degrees of member function to

fuzzy sets A and B.

Definition 4.4 S-norm

For fuzzy set A,.B € Z(X) and o. € [0,1],

(40 B)(x)=5(4(x).B(x)a)=

A(x)+ B(x) = A(x)B(x)— min{4(x). B(x). (L= @)}, in which
max{l — 4(x)1- B(x),a}

A (x) and B (x) represent x’s degrees of member function to

Sfuzzy sets A and B.

Then we define two calculators on vectors of fuzzy values.
Suppose we have two fuzzy value vectors D; = {dy,, d»,
N d]p} and Dg = {dz] N dzz s eens dzp}.

Definition 4.5 Connection calculator

Dl ®D2 :{T(dll’dll’ )’T(dIZ’dZZ’ )""’T(d]P’dZP’a)}
Definition 5.4 Union calculator

Dl ®D2 :{S(dll’d2l’a)’S(d12’d22’a)""’S(d1P’d2P’a)}
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After we define the above calculators, we can perform
formal analysis on fuzzy sets and fuzzy rules used for
uncertainty expressions. Here we define two sets of
derivation rules (deduction rules and consensus rules) to
handle different types of uncertainty. Below are the formal
descriptions of deduction rules.

Definition 4.6 Deduction rules

aSHZ bz = asdZINP =B A = DeD)
aib[Z] /\bg)c[Z] :a%)c{Z] AP ={b,PYA(D'=D®D)

a%b[Z]Ab%c{Z]:a;c[Z]/\(P’ ={P,P)A(D'=D®D)

Deduction rules are used for a recommendation’s
connection to construct a whole recommendation chain that
allows the trustworthiness to be transferred from one end to
the other end. For the trust relationships from the same
categorization, deduction rules can form a new connection
using the trust relationship between the recommender and
the recommendee and embed the content of that
recommendation into the new connection. Below are the
formal descriptions of consensus rules.

Definition 4.7 Consensus rules

D, D, D, D"
a—=bZ)ana—bZ|a..na—bZ)= a—bZ|A(D"=D, ®D, ®..®D,)
a%b[Z]Aa%b[Z]A...Aa%b[Z] 20;}[?[21/\(fl ={p, |pJemin{|Pli=1.2})A(’ =D, ®D, ®..0D))

Consensus rules are used for combining of multiple
recommendations for the same kind of categorization. When
two or more recommendation paths appear simultaneously,
consensus rules can synthesize the opinions to form a
comprehensive recommendation. The shortest
recommending path is the easiest path to verify that indirect
information, even if the value of the trust degree vector is
not as high as others. We use this path as the recommending
path for verification of that recommendation. But more
likely we will only use the unified trust degree vector alone
after the composition.

With the help of the fuzzy operations and rules defined
above, we can form a formal decision-making process to
handle uncertainty in the management of trustworthiness.
The diagram of the process is illustrated in figure 2. Users
need to define the categorization of uncertainty. Then the
decision-making process uses fuzzy operations to combine
uncertain information from different sources. After
defuzzification of the trustworthiness degrees, users need to
judge whether the final decision is consistent with their own
rules. If not, the parameters of the fuzzy operations need to
be adjusted.

V.  TRUSTWORTHINESS BWTWEEN PEOPLE

To manage a collection of trust-related activities across
P2P information sharing in online social networks, we need
to understand trust itself. From different points of views,
trust can be categorized into different classes. Following the
categorization described by Beth et al. [5], we categorize
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trust into two classes - direct trust and indirect trust. A trust
relationship formed from direct experience or negotiations
can be characterized as direct trust; a trust relationship or a
potential trust relationship built from recommendations by a
trusted third party or a chain of trusted parties, which create
a trust path, is called indirect trust.

In [2], authors stated that trust has three main
properties, which are transitivity, asymmetry, and
personalization. The primary property is transitivity, which
means trust can be passed between people. For the example,
Alice asks Bob for the trustworthiness of Cindy, and Bob’s
trust on Cindy will be passed to Alice. However, trust
between people is not always transitive. For example, Alice
trusts Bob, and Bob trusts Cindy, but Alice does not
necessarily trust Cindy. So asymmetry of trust is also an
important property. That means trust between people do not
have to be bi-directional. For instance, Alice is highly
trusted by Bob, but Alice does not have to trust Bob. The
personalization property of trust means different people
have different opinions on trust. From Alice’s point of view,
Cindy is highly trustable; however, from Bob’s point of
view, Cindy may not be trustable at all.

Although some of the online social networks allow
users assigning trust levels for friends and all other users [6],
trust between users in most online social networks are based
on FOAF relationships. Although Golbeck and Hendler
propose a binary method to calculate the trust between users
in online social networks [2], and other methods such as the
ones described in [7] also give some algorithms to calculate
the trust between users, in most online social networks,
trusts between users are simply calculated from the levels of
FOAF relationships. As discussed before, personalization of
trust reduces the adaptability of those algorithms. They
cannot always satisfy any particular users on online social
networks, because everyone has his or her own opinion on
trust, and he or she may remain uncertain when defining
trust between users in online social networks. We introduce
fuzzy logic into the definition of trustworthiness in our
framework for information sharing. For peer users, the
trustworthiness to the target peer user can be calculated by
the degree of the trust path and the fuzzy rules and
membership function defined by users.

VL

Following the system architecture described above, we
describe some practical fuzzy policies, the user interface to
input fuzzy policies, and the enforcement mechanism to
enforce these policies for P2P information sharing in an
online social network. Here, we try to provide a tool to help
users dynamically control the P2P information sharing in an
online social network environment.

PROTOTYPE SYSTEM

A.  User Interface

The prototype system is implemented an “application”
in Facebook. We provide an interface for users to share
information with their Facebook friends and other peer users
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who are using the system. Users can view what files their
friends are sharing, and they can download the file they
have interests. Users are also allowed to search files from
their friends, and chat with their friends by using the
integrated instant message function.

Since the control of information sharing involves both
indirect information and subjective judgment, we have two
sets of policies to describe corresponding fuzzy rules. All
the policies follow the general rule (policy) format
discussed in section 4.2. The fuzzy policy for indirect
information is illustrated below.

- If the trustworthiness of a peer user is high/normal/low and(or) the
number of connected users is many/ medium /few and(or) the total
download speed is high/normal/low and(or) the accumulated downloaded
volume is large /medium /small then the wuser will be
limited/allowed/blocked to access the files.
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Figure 2. Fuzzy Policy Input Interface and sharing states

After we have defined the policy format, we design
and implement a user interface to assist users to input these
policies consistent with the accurate rules or intentions in
their minds. As illustrated in figure 2, the policy input
interface allows users to change the flexible parts in fuzzy
policies according to their information sharing control
needs. Furthermore users can select different types of
membership functions they need rather than use the default
membership functions provided by the system and combine
the membership functions between any two of the involved
factors. The prototype system provides default membership
functions for all the fuzzy terms and allows users to modify
all the membership functions if the default membership
functions do not accurately capture users’ intentions. Once
the definitions of fuzzy polices are finally determined, the
system uses a policy generator to translate the fuzzy policies
into XACML format, and store them in a policy database.
When the system is in use, once an access request together
with a connection request arrives the system, the system will
decide whether to grant this access request, determine an
upload speed limit, and dynamically adjust the information
sharing (file sharing) states, which is illustrated in figure 2.
Users can also train the system by adjusting the parameters

in the decision-making process to refine the system’s
accuracy.

VII. A CASE STUDY AND EXPERIMENTS

To examine the performance and usability of the system,
we set up an experiment environment including 30 users and
implement the P2P information sharing framework in a file
sharing system. First, we tested our system on two different
policy sets. Then we tested the system performance on
different users downloading one particular file at the same
time from a particular user. Then we compared our system
with some other popular P2P file sharing systems.

A. Experiments on Different Policy Sets

We define two different policy sets in the system. One
policy set is following the common sense that the file
upload speed varies as the level of trustworthiness changes.
The other policy set prefers the most trustable peer users.

First, we estabish a peer user, and allow this user
sharing files with others. Then three other peer users which
with different trust levels with the established peer user are
connected to that user. And all these three peer users
download the same file from the. The system-wide
download speed limit is 200 KB/s. Once a new peer
connects to the established peer user and tries to download
files, the system will recalculate all the connected peer and
allocate a new bandwidth for each of them following the
formular illustrated below:

. F@)-F

S (FG)- )

in which, B represents the system-wide download speed
limit, F(i) is the fuzzy function to calculate the trust level of
i™ peer according to the policies and membership functions
defined by the established peer user and P; represents its
priority which calculated by the connection order and
fraction of the remain downloading amont.
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Figure 3. Download Status Using the First and Second Policy Sets

When the system adopts the first policy set, the upload
speeds of three peer users change as illustrated in figure 3.
When the number of connections increases, the download
speed for the not trusted peer user drops off dramatically.
The normally trusted peer user also drops rapidly and has
the same trend as the not trusted peer user, but the drop
speed is not as dramatic as the trusted peer user. The
download speed of the trusted peer user decreases very
slowly as the number of connections increases and it always
gets a higher download speed than other peer users. So
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figure 3 clearly shows us that the system always allocates
higher download speed for the trusted peer user of the
established peer user.

As illustrated in figure 3, when the system adopts the
second policy set, the situation is different. We can tell from
the figure that only the trusted peer user gets a good
download speed. The speeds of other two peer users drop to
almost the same level. Compared with the result based on
the first policy set, the speed of the trusted peer users always
has the top priority in the system. The result shows the
system’s flexibility, which reflects users’ preferences
represnted in different policy sets, and the system’s
accuracy to capture users’ preferences and enforce them.

B.  Experiment on Dynamic User Behaviors

Following the first experiment on the different policy
sets, we perform the second experiment on downloads of the
same file from different peer users with different trust levels
to examine the flexibility and adaptability of the system.
This experiment is based on the first policy set. At the very
beginning, three peer users with different trust levels
download the same file simultaneously. Then these three
peer users try to download the same file at different time.
The untrusted peer user starts downloading first; then the
trusted peer starts downloading after 1 minute; 1 more
minute later, the third normally trusted peer user starts
downloading. The dynamic downloading behaviors are
illustrated in figure 4. When these three peer users start
downloading at the same time, the trusted peer user can get
the highest priority, and the normally trusted peer user gets
higher priority than the untrusted peer user. So the trusted
peer user can finish downloading first with the highest
allocated speed following the rules in the first policy set.
After the trusted peer user’s downloading is completed and
releases the bandwidth occupied, the other two are allocated
more bandwidth, and download speeds increase with the
same amount. The results show that the system can
automatically adjust and allocate the download speed to
differrent peer users according to the policy defined by the
established user, which truly provides a flexible control of
P2P information sharing over online social networks.
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Figure 4. Download at Same Times and Different Times

VIIL

In this paper a framework of adaptive control service
based on fuzzy logic is proposed to handle uncertainty and
fuzziness in decision-making process for P2P information

CONCLUSION

sharing activities in online social networks based on
trustworthiness. This paper addresses the issues that how
can people trust their peer friends in social networks for
information sharing. This paper introduces membership
functions from fuzzy logic into policy definition to describe
uncertainty and fuzziness in trustworthiness, and defines a
trust degree vector to evaluate different levels of
trustworthiness. This paper also introduces a general
categorization of fuzziness to describe various types of
trustworthiness in daily life and in P2P information sharing
environments. In addition, the derivation rules proposed in
this paper incorporate a parameter to allow users to adjust
membership functions through a feedback mechanism in
order to make the decision-making process adaptable to
users’ changing intentions and preferences, which addresses
the inadequacies in the model proposed by Josang[10] and
the model proposed by Beth et al. [S]. The model proposed
in this paper can be used in evaluation, analysis, and
derivation of policies in management of trustworthiness and
other uncertain factors directly. As illustrated in section 4,
application of this model in a P2P information sharing
system for online social networks can help users control the
information sharing following their own intentions and
preferences using indirect information such as
trustworthiness and their subjective upload speed limit
judgments. The experiments in section 6 show the accuracy,
flexibility, usability and adaptability of the system.
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Abstract— The major challenge in information access is the rich
data available for information retrieval, evolved to provide
principle approaches or strategies for searching. The search has
become the leading paradigm to find the information on World
Wide Web. For building the successful web retrieval search
engine model, there are a number of challenges that arise at the
different levels where techniques, such as Usenet, support vector
machine are employed to have a significant impact. The present
investigations explore the number of problems identified its level
and related to finding information on web. This paper attempts to
examine the issues by applying different methods such as web
graph analysis, the retrieval and analysis of newsgroup postings
and statistical methods for inferring meaning in text. We also
discuss how one can have control over the vast amounts of data
on web, by providing the proper address to the problems in
innovative ways that can extremely improve on standard. The
proposed model thus assists the users in finding the existing
formation of data they need. The developed information retrieval
model deals with providing access to information available in
various modes and media formats and to provide the content is
with facilitating users to retrieve relevant and comprehensive
information efficiently and effectively as per their requirements.
This paper attempts to discuss the parameters factors that are
responsible for the efficient searching. These parameters can be
distinguished in terms of important and less important based on
the inputs that we have. The important parameters can be taken
care of for the future ext or develop t of search engines
Key words: Information Retrieval, Web Information
Retrieval, Search Engine, Usenet, Support Vector machine

1. INTRODUCTION

Search engines are extensively important to help users to
find relevant retrieval of information on the World Wide Web.
In order to give the best according to the needs of users, a
search engine must find and filter the most relevant
information matching a user’s query, and then present that
information in a manner that makes the information most
readily presentable to the user. Moreover, the task of
information retrieval and presentation must be done in a
scalable fashion to serve the hundreds of millions of user
queries that are issued every day to a popular web search

engines [1]. In addressing the problem of Information
Retrieval (IR) on the web, there are a number of challenges
researchers are involve, some of these challenges in this paper
and identify additional problems that may motivate future
work in the IR research community. It also describes some
work in these areas that has been conducted at various search
engines. It begins by briefly outlining some of the issues or
factors that arise in web information retrieval. The people/User
relates to the system directly for the Information retrieval as
shown in Figure 1. They are easy to compare fields with well-
defined semantics to queries in order to find matches. For
example the Records are easy to find for example bank
database query. The semantics of the keywords also plays and
important role which is send through the interface. System
includes the interface of search engine servers, the databases
and the indexing mechanism, which includes the stemming
techniques. The User defines the search strategy and also gives
the requirement for searching .The documents available in
www apply subject indexing, ranking and clustering [2] .The
relevant matches easily found

Documents

Figure1: IR System Components

by comparison with field values of records. It will be simple
for the database it terms of maintenance and retrieval of
records but for the unstructured documents it is difficult where
we use text.

II. INFORMATION RETRIEVAL ON THE WEB SEARCHES

The some criteria for searching will give the better matches
and also the better results. The different dimensions of IR have
become vast because of different media, different types of
search applications, and different tasks, which is not only a
text, but also a web search as a central. The IR approaches to
search and evaluation are appropriate in all media is an
emerging issues of IR. The information retrieval involved in
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the following tasks and sub tasks: 1) Ad-hoc search involve
with the process where it generalizes the criteria and searches
for all the records, which finds all the relevant documents for
an arbitrary text query; 2) Filtering is an important process
where the users identify the relevant user profiles for a new
document. The user profile is maintained where the user can
be identified with a profile and accordingly the relevant
documents are categorized and displayed; 3) Classification
involve with respect to the identification and lies in the
relevant list of the classification, this works in identifying the
relevant labels for documents; 4) Question answering
Technique involves for the better judgment of the
classification with the relevant questions automatically frames
to generate the focus of the individuals. The tasks are
described in the Figure 2.The Field of IR deals with the

User

Adhoc Search (Text/Query)

Relevance

Evaluation I

Figure 2: Proposed Model of Search

User Profile

I Filteration H Classification

relevance, evaluation and interacts with the user to provide
them according to their needs/query. IR involves in the
effective ranking and testing. Also it measures of the data
available for the retrieval. The relevant document contains the
information that a person was looking for when they submitted
a query to the search engine. There is many factors influence a
person’s to take the decision about the relevancy that may be
task, context, novelty, and style. The topical relevance (same
topic) and user relevance (everything else) are the dimensions,
which help in the IR modeling. The retrieval models define a
view of relevance. The user provides information that the
system can use to modify its next search or next display. The
relevance feedback is the how much system understand user in
terms of what the need, and also to know about the concept
and terms related to the information needs.

The phases uses the different techniques such as the web
pages contain links to other pages and by analyzing this web
graph structure it is possible to determine a more global notion
of page quality. The remarkable successes in this area include
the Page Rank algorithm [1], which globally analyzes the
entire web graph and provided the original basis for ranking in
the various search engines, and Kleinberg’s hyperlink
algorithm [2,3], which analyzes a local neighborhood of the
web graph containing an initial set of web pages matching the
user’s query. Since that time, several other linked-based
methods for ranking web pages have been proposed including
variants of both PageRank and HITS [3, 4], and this remains

an active research area in which there is still much fertile
research ground to be explored.

This may refer to the recent work on Hub and researchers
from where, it identifies in the form of equilibrium for WWW
sources on a common theme/topic in which we explicitly build
into the model by taking care of the diversity of roles between
the different types of pages [2]. Some pages, are the prominent
sources of primary data/content, are considered to be the
authorities on the topic; other pages, equally essential to the
structure, accumulate high-quality guides and resource lists
that act as focused hubs, directing users to suggested
authorities. The nature of the linkage in this framework is
highly asymmetric. Hubs link heavily to authorities, and they
may have very few incoming links linked to themselves, and
the authorities are not link to other authorities. This, is
completely a suggested model [2], is completely natural;
relatively anonymous individuals are creating many good hubs
on the Web. A formal type of equilibrium consistent model
can be defined only by assigning the weights to the two
numbers called as a hub weight and an authority weight .The
weights to each page in such a way that a page's authority
weight is proportional to the sum of the hub weights of pages
that link to it to maintain the balance and a page's hub weight
is proportional to the sum of the authority weights of pages
that it links to.

The adversarial Classification [5] may be dealing with Spam
on the Web. One particularly interesting problem in web IR
arises from the attempt by some commercial interests to
excessively heighten the ranking of their web pages by
engaging in various forms of spamming [4]. The SPAM
methods can be effective against traditional IR ranking
schemes that do not make use of link structure, but have more
limited utility in the context of global link analysis. Realizing
this, spammers now also utilize link spam where they will
create large numbers of web pages that contain links to other
pages whose rankings they wish to rise. The interesting
technique applied will continually to the automatic filters. The
spam filtering in email [7] is very popular. This technique with
concurrently involved the applying the indexes the documents

III. AN APPROACH OF RETRIEVAL IN USENET ARCHIVE

The UseNet archive is considered to be less visible
document collections in the context of general-purpose
search engines, which is conservatively estimated to be at
least 800 million documents. The UseNet archive, have 20
newsgroups data set used in text classification tasks—is
extremely interesting. UseNet started as a loosely structured
collection of groups that people could post to. Over the
years, it evolved into a large hierarchy of over 50,000
groups with topics ranging in different dimensions. IR in
the context of UseNet articles raises some very interesting
issues. One previously explored possibility is to address
retrieval in UseNet as a two-stage IR problem: (1) find the
most relevant newsgroup, and (2) find the most relevant
document within that newsgroup. This 20-years of archive of
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Usenet is the largest to serve as a powerful reference tool. This
repository can be used as the insight to the history and culture
of the Internet. The Google Groups was very popular with
more than 700 million postings in more than 35,000 topical
categories

Along these lines, previous research has examined building
models of newsgroups, communication patterns within
message threads, and language models that are indicative of
content [11 - 13]. Still, questions remain of how to go about
using such factors to build an effective ranking function [8]
and how to display these results to the users. This can also
attempt to compute the quality or reliability of an author
independent of the query, much as PageRank [1] does for the
Web. Such a computation would operate on a graph of
relatively modest size since, for example, if we were to filter
authors to only those that had posted at least twice in a year to
the same newsgroup, we would be left with only on the order
of 100,000 authors. This is a much more manageable size than
the web graph which has several billion nodes. Computing
community structures rather than pure linear structures as in
posting threads can also generate interesting insights as to how
various authors and groups participate in and influence
discussions. More recently, work on filtering technologies in
the context of information retrieval [8] has also focused
attention on building better models of the likely content in
messages and routing them to appropriate people, bringing
together work on user modeling, IR, and text analysis.

An advantage of working with the UseNet archive is the fact
that it improves many of the infrastructural problems that
might otherwise slow research in the web domain, such as
building HTML parsers, properly handling different languages
and character sets, and managing the exceptional volume of
available data (even small potions of the Web would require
several hundred gigabytes to store). For the smaller scale
problems, making the archive relatively easy to store, index
and process on a single machine. It is a challenging task to use
the rich structure of the bulletin board domain (i.e., author
information, posting content, thread history, etc.) to predict
both the label and score for new postings. More generally,
improving ranking methods for UseNet or bulletin board
postings is an open area of research with many interesting
similarities to the web, but also with very many significant
differences that make it a fascinating subject of further.

There is another classification technique named, as Support
Vector Machines (SVM) is a Kernel-based technique. Other
techniques such as Bayes point machines, Gaussian processes
and kernel principal component analysis represents a major
development in machine learning algorithms. The Support
vector machines (SVM) is based on the group of supervised
learning methods which can applied to the principles of
classification or regression. Support vector machines represent
the extension to nonlinear models. However, because there is
no theoretical tool to predict which kernel will give the best
results for a given dataset, experimenting with different
kernels is the only way to identify the best function [7]. This
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can be implemented where the huge dataset can be divided
based on the criteria. The actions can be defined based on the
roles separated.

The latest filtering tool can be applied and course of action
can be seen further. The latest search engine ‘INDRI’ which is
focused on the research articles and tried to be efficient and
effective one i.e. the Indri search engine is designed to address
the following goals: a) The query language should support
complex queries involving evidence combination and the
ability to specify a wide variety of constraints involving
proximity, syntax, extracted entities, and document structure,
b) The retrieval model should provide superior effectiveness
across a range of query and document types (e.g. Web, cross-
lingual, ad-hoc2), ¢) The query language and retrieval model
should support retrieval at different levels of granularity (e.g.
sentence, passage, XML field, document, multi-document),
and d) The system architecture should support very large
databases, multiple databases, optimized query execution, fast
indexing, concurrent indexing and querying, and portability.

IV. ARCHITECTURE OF SEARCH ENGINE

The retrieval system should be fast at indexing and retrieval, and
still be able to handle the complex data and information needs.
In addition, this system was required to handle concurrent
indexing and querying. Indri Search engine is based on the
original interference network retrieval frame work [10]. The cast
retrieval as inference in simple graphical model. It is en
extension to the original model [9]. This also incorporates of
probabilities and also supports multi languages in network
environment. At the time of indexing the belief nodes are created
dynamically based on the query. This are derived from the link
matrices. Firstly it combines the evidence from the parents in
various ways and secondly it allows fast inference by making
marginalization computationally tractable. Information need
node is simply a belief node that combines all the network
evidence into a single value. The documents are ranked
according to P(Ijo,,D).It is an extension of INQUERY. The
structured query language follows the term weighting, ordered
and unordered windows and the synonyms. It gives the
additional features as language modeling construct, add
flexibility to deal the fields via context and also generalization
of passage retrieval. Finally, as this system is meant to be
usable in an academic setting, we wanted the code to be clear
and easy to modify. During the development of the system, we
constantly made decisions that supported one goal at the
expense of another. However, we believe that the Indri system
has achieved a functional balance between its design goals: 1)
Parsing: Indri parsers the variety of the document formats like
TREC formatted text, XML, HTML, and plain text documents.
These parsers translate the documents into an intermediate
representation, called a Parsed Document that also have the
indexer can store directly. These parsers can be configured to
pass tag information from documents on to the indexer so that
this can be used for querying document structure. Indri
provides a small library of Transformation objects for parsing
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Belief Hode-2

Figure 3: Indri working Model.

as well. Transformation objects transform a Parsed Document
into another Parsed Document; therefore, they can be easily
chained together. 2) Indexing: The indexing system builds
compressed inverted lists for each term and field in memory. It
contains all information necessary to perform queries on that
data. In a sense, an Indri index can be considered a set of smaller
indexes. The indexer also stores a copy of the incoming
document text in compressed form. This text is commonly used
to produce document snippets at retrieval time. The index
subsystem is capable of storing any text that can be represented
in Unicode. 3) Retrieval: When a query is submitted to the Indri
system, it is parsed into an intermediate query representation.
This intermediate representation is then passed through a variety
of query transformations. In the event that the indexes are not on
the same machine as the query director process, the query
director connects to an Indri daemon on the remote machine
which performs some of the query processing.

Query evaluation proceeds in two phases. In the first phase,
statistics about the number of times terms and phrases appear
in the collection are gathered. In the second phase, the
statistics from the first phase are used to evaluate the query
against the collection. The query evaluation code in Indri
incorporates the max-score optimization in order to speed
query evaluation [10]. 4) Concurrency: Indri supports
multithreaded operation, where document insertions, deletions
and queries can be processed simultaneously. In the
implementation, we have been careful to arrange data such that
locks are held as briefly as possible. Indri stores indexed
documents in a repository, which is composed of an ordered
set of indexes. At any one time, only one of these indexes can
receive new documents; all other indexes are read-only. The
index that receives new documents resides in main memory,
and contains only a small fraction of the total indexed
documents. This means that the majority of indexed
documents are in read-only indexes, which simplifies
concurrent execution significantly. When the active in-
memory index fills, it is marked read-only and written to disk
asynchronously. While the write is taking place, a new in-
memory index is created to receive any incoming documents.
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When the write completes, the old in-memory index is deleted,
and the copy on disk takes its place.

V. WORLD'S LARGEST COLLECTION OF WEB DOCUMENTS

The Google is considered to be a world’s largest and most
comprehensive collection of web documents. It immediately
finds the information what we need by using the following
services:

Google Web Search is the search service offers more than 2
billion documents - 25 percent of which are other than English
language web pages. Google Web Search offers users to
search the numerous non-HTML files such as PDF, Microsoft
Office, and Corel documents. Google's uses the powerful and
scalable technology for searches, which is the comprehensive
set of information and it delivers a list of relevant results with
in less than half-a-second. Google Groups is a 20-year archive
of Usenet conversations as is the largest powerful reference
tool, offers the insight into the history and culture of the
Internet. Google Groups have more than 700 million postings
in more than 35,000 topical categories. Google Image Search
Comprises of more than 330 million images, Google Image
Search enables users to quickly and easily find electronic
images relevant based on the variety of topics, including
pictures (celebrities, popular travel destinations). The
advanced features also include image size, format (JPEG
and/or GIF), and coloration. It also restricts the searches to
specific sites or domains.

The Google Groups Usenet archive uses for the different
contexts at Google: Spelling Correction and Query
Classification. Spelling correction. The Google [6] uses the
spelling corrector that takes a Machine Learning approach that
builds a very fine-grained probabilistic context sensitive model
for the spelling correction.. The fine-grained context
sensitivity can be achieved by analyzing very large quantities
of text.

It uses a Query Classification into the Open Directory
Project. The Open Directory Project (ODP) (http://dmoz.org/)
is a large open source topic hierarchy into which web pages
have been manually classified. The hierarchy contains roughly
500,000 classes/topics. Since this is a useful source of hand-
classified information, we sought to build a query classifier
that would identify and suggest categories in the ODP that
would be relevant to a user query. At first blush, this would
appear to be a standard text classification task. It becomes
more challenging when we consider that the “documents” to
be classified are user queries, which have an average length of
just over two words. Moreover, the set of classes from the
ODP is much larger than any previously studied classification
task, and the classes are non-mutually exclusive despite these
challenges, we have available roughly four million pre-
classified documents, giving us quite a substantial training set.
The system architecture in Figure 4 shows that there are five
modules: (1) the module of Focused Crawler, which is
responsible for collecting data; (2) Data cargo module; (3) the
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module of Data hub; (4) Query Processor and (5) Graphics Ul

module.

Graphics User line/

boundary
iI Focused
| Data hub Crawler
Query Data cargo
Processor

Figure 4: Working Model of Search Engines

Focused Crawler is highly depends on the topic related data,
hence focused crawler is to collect data. A novel score
function is presented to evaluate the URLs’ correlation about
the specific topic. Three factors contribute to the score. The
first one is the content of given web pages, including title,
keyword, text and description as defined in INDRI. The
second one is the anchor text of the URL and the third one is
the link structure of the connected URLs and pages. For those
satisfied Web pages, we access them, analyze the content
inside, organize them with XML format, and store them into
data storage. The hierarchical structure [12] of the data
collecting module and the procedure for data parsing. The
Data Cargo/Storage Module used the different file formats of
xml files: Paper Document, Book Document, Thesis
Document, WWW Document, Organization Document, People
Document, and Project Document etc. The Module of data
center receives the users’ queries and then parses them to get
related documents from the storage component. We use Vector
Space Model [8] to represent a document. Each word (except
for the stop words) in the abstract of document will be an
attribute of the vector, and the vector space is stored in the
index file.

After analyzing all the related documents, data center
returns a document list, a hierarchical tree of the documents,
and some statistical information according to the application
template. In order to reduce the influence of noisy data,
WordNet can be used to find the wrongly spelled words and
the different words which have the same meaning. On the
other hand, we get the stop words adaptively according to the
statistics on the appearance of the words. The main task of
query processor is to execute query and provide hierarchical
clustering results. We partly borrow the thinking from a global
frequent item set hierarchical clustering strategy (FIHCP [8])
to build clusters. This algorithm can be summarized in three
phases: First, initial clusters are constructed. Second, a cluster
(topic) tree is built. Finally, the cluster trees are pruned in case
there are too many clusters. Furthermore, we refine the FIHC
algorithm in the labeling aspect to give user a better
understanding of the clustering result. A friendly browser-
based user interface is presented to the end users finally. The
users can get some analysis for each sub-topic respectively, the
topics are clustered hierarchically [12]. We tried a variety of
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different approaches that explored many different aspects of
the classifier model space: independence assumptions between
words, modeling word order and dependencies for two and
three word queries, generative and discriminative models,
boosting, and others. The complete list of methods compared
is not included since some portions of the study were
conducted in an iterative piecemeal fashion, so a direct
comparison of all methods applied to all the data is not
possible to provide.

Nevertheless, we found that the various algorithms
performed as expected relative to previously published results
in text classification when training data set sizes were small.
Interestingly, as we steadily grew the amount of data available
for training, however, we reached a critical point at which
most of the algorithms were generally indistinguishable in
performance. Even more interesting was the fact that as we
moved substantially beyond this critical point by adding even
more training data, The classification and the use of a separate
model for single word queries), outperformed—by several
percentage points in accuracy—every other algorithm employed,
even after substantial effort was placed into making them better.
Furthermore, most probability smoothing techniques, which
generally seem to help in limited data situations, either showed
no appreciably improvements or actually decreased performance
in the data rich. While the set of alternative algorithms used was
by no means exhaustive, and the results here are still
somewhat anecdotal, we hypothesize that, as in the case of the
abundance of data often can, and usually does, make up for
weaker modeling techniques. This can

VI. SURVEY INTERPRETATIONS

The above discussion can be finalized and be formulated in
the criteria or factors required for the search engines. The
survey discusses the interesting parameters for the search
engine — the Internet users want quality information, and also
want it fast. This survey describes the different parameters and
based on the frequency as shown in table 1. The table indicates
certain important trends as well as some unimportant areas.
Further we also obtained certain alarming area to be
considered at the first priority. Positive features of search
engine practices for Indian users want the comfortably in
usage and also the download time. They are also little inclined
towards the regularly updates information and also the quality
of the data available at the World Wide Web.

The less significant areas are organization of the content.
They are not aware of that. The less important areas for the
search engine users are access of the customer service,
quantity of contents, displaying search engine at their website
and front page layout. They are least important for them is the
look and feel of the website. These users don’t bother about
the animation uses. As a search Engine, the least important
areas can be ignored or be given the low priority for the
assessment of the usage of the search in the development
areas of the search engines. The Alarming trends evident from
the table.
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Table 1: Search Engine users VII. CONCLUSIONS

. . The proposed model of the search engine applied to the tasks
Factors for online users Frequencies A R N
and subtasks that directly or indirectly uses the techniques
Strongly Dis- Neutral Agree Strongly . : .
Disagree | agree Agres sgch as 1ndex1ng, ﬁlters,‘ hub, Spam, page rank and hits as
K . discussed. Web information retrieval presents a wonderfully
Ease Of Use/Navigation of | 0% 0% 4% 24% 72% . . .
search engine rich and varied set of problems where the discussed can make
Fast Download Time 0% 0% e | e | e critical advange‘s. In this paper, we han: prescnth a number of
challenges, giving an (admittedly brief) overview of some
0 0 0 0 0 .
ﬁ)efiﬁiiyon Updated | 0% 0% 04% | 2% | 4% approaches taken toward these problems and outlining many
directions for future work. It also discusses the working Model
Quality Of Content 0% 16% | 60% | 20% | 4% of Search Engines. The most of the searching and indexing
Organization Of Content 0% 52% | 28% | 16% | 4% methods for underlying XML data are exploited. As a result,
Access To Customer Service | 0% 48% 36% 16% | 0% we hope to stimulate still more research in this area that will
comfortable with Quantity | 0% ave | a0% o | 4 make use of the Va.st amount of 1nf0rmat1(.)n. on the web 1’n
Of Content order to better achieve the goal of organizing the world’s
Search Engine At their | 0% ae | aow | 16w | o% 1nf9rmat10n and making 1t.unlve.rsally acce;ssﬂ)le. The survey,
webSite which was conducted online, gives the significant and non-
Front Page Layout of the | 0% 4% | 24% | 2s% | 4% s¥gn%ﬁcant parameters according .to the wel? users. The
site significant are where the search engines have to improve is the
time for Fun on internet 60% 20% | 20% | o% 0% ease of use, latest updated and quality of content and the fast
download speed. The others parameters discussed that are least
the Look And Feel Of The | 68% 24% | 4% 0% 4% .
Site important for the Internet users.
Animated Graphics at the | 64% 24% 8% 0% 4%
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Abstract- Copyright protection of digital contents is very
necessary in today’s digital world with efficient communication
mediums as internet. Text is the dominant part of the internet
contents and there are very limited techniques available for text
protection. This paper presents a novel algorithm for protection
of plain text, which embeds the logo image of the copyright owner
in the text and this logo can be extracted from the text later to
prove ownership. The algorithm is robust against content-
preserving modifications and at the same time, is capable of
detecting malicious tampering. Experimental results demonstrate
the effectiveness of the algorithm against tampering attacks by
calculating normalized hamming distances. The results are also
compared with a recent work in this domain.

I.  INTRODUCTION

Copyright protection and privacy issues have gained
importance with the increasing use of internet, digital libraries,
e-commerce and other communication and digital
technologies. Besides, making it easier to access information
within a very short span of time, it has become difficult to
protect copyright of digital contents. Digital contents
comprises of text, image, audio and videos. Copyright
protection of images, audio and video has been given due
consideration by researchers in past but the amount of work
done to protect text is very scare. Although, text is the most
dominant part of internet, e-books, newspapers, articles, legal
documents, and journals; but its protection has been seriously
ignored in past.

The threats of electronic publishing like illegal copying and
re-distribution of copyrighted material, plagiarism and other
forms of copyright violations should be seriously and
specifically addressed. Copyright protection of digital contents
and specifically the text, is such a need of time which cannot
be condoned. Digital watermarking is one of the solutions
which can watermark the digital contents and can be used to
claim ownership later. Digital watermarking methods are used
to identify the original copyright owner (s) of the contents
which can be an image, a plain text, an audio, a video or a
combination of all.

A digital watermark can be described as a visible or an
invisible, preferably the latter, identification code that
permanently is embedded in the data. It means that unlike
conventional cryptographic techniques, it remains present
within the data even after the decryption process [1].

The process of embedding a digital watermark (image or
text) into a digital text document that carries information

unique to the copyright owner or the creator of the document is
called Digital Text Watermarking. An illicit re-distribution and
reproduction of information content (s) and copyright
violations can be avoided by applying text watermarking
methods.

A text, being the simplest mode of communication and
information exchange, brings various challenges when it comes
to copyright protection. Any transformation on text should
preserve the meaning, fluency, grammaticality, writing style
and value of the text. Short documents have low capacity for
watermark embedding and are relatively difficult to protect.

The binary nature, block/line/word patterning, semantics,
structure, style, syntax, and language rules are some of the
important properties of text documents which are needed to be
addressed in any text watermarking algorithm. Also, the
inherent properties of a generic watermarking scheme like
imperceptibility, robustness, and security need to be satisfied.
In this paper, we propose a novel text watermarking algorithm
which embeds the logo or signatures of the original copyright
owner in text to protect it.

The paper is organized as follows: Section 2 provides an
overview of the previous work done on text watermarking. The
proposed embedding and extraction algorithm are described in
detail in section 3. Section 4 presents the experimental results
for the tampering (insertion, deletion and re-ordering) attacks.
Performance of the proposed algorithm is evaluated by
comparing it with the most recent relevant work. The last
section concludes the paper along with directions for future
work.

II. PREVIOUS WORK

Text watermarking is an important area of research;
however, the previous work on digital text watermarking is
quite inadequate. In past, various text watermarking techniques
have been proposed. These include text watermarking using
text images, synonym based, pre-supposition based, syntactic
tree based, noun-verb based, word and sentence based,
acronym based, typo error based methods etc.

The previous work on digital text watermarking can be
classified in the following categories; an image based
approach, a syntactic approach, a semantic approach and the
structural approach. Description of each category and the work
done accordingly is as follows:
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A. An Image-Based Approach

Text document image is used to embed watermark in this
approach. Brassil, et al. were the first to propose a few text
watermarking methods utilizing text image[2]-[3]. Later
Maxemchuk, et al. [4]-[6] analyzed the performance of these
methods. Low, et al. [7]-[8] further analyzed the efficiency of
these methods. The first method was the line-shift algorithm
which moves a line upward or downward (left or right) based
on watermark bit values. The second method was the word-
shift algorithm which modifies the inter-word spaces to embed
the watermark. Sine wave was adjusted to watermark the text.
The signals were encoded in the phase, amplitude, and
frequency of the sine waves. The third method was the feature
coding algorithm in which certain text features are altered to
encode watermark bits in the text.

Huang and Yan [9] proposed an algorithm based on an
average inter-word distance in each line. The distances are
adjusted according to the sine-wave of a specific phase and
frequency. The feature and the pixel level algorithms were also
developed which mark the documents by modifying the stroke
features such as width or serif [10].

Text watermarking algorithms using binary text image are
not robust against reproduction attacks and have limited
applicability. In some algorithms, watermark can be destroyed
by OCR (Optical Character Recognitions).The use of OCR
obliterate the changes made to the spaces, margins and fonts of
a text to embed watermark.

B. 4 Syntactic Approach

In this approach towards text watermarking, researchers
have used the syntactic structure of text to embed watermark.
Mikhail J. Atallah, et al. first proposed the natural language
watermarking scheme by using syntactic structure of text [11]-
[12] where the syntactic tree is built and transformations are
applied to it in order to embed the watermark keeping all the
properties of text intact. The NLP techniques are used to
analyze the syntactic and the semantic structure of text while
performing any transformations to embed the watermark bits
[25].

Hassan et al. performed morpho-syntactic alterations to the
text to watermark it [13]. The text is first transformed into a
syntactic tree diagram where hierarchies and functional
dependencies are made explicit and then watermark is
embedded. The author states that agglomerative languages like
Turkish are easier to watermark than the English language.
Hassan et al. provided an overview of available syntactic tools
for text watermarking [14].

Text watermarking by using syntactic structure of text and
natural language processing algorithms, is an efficient
approach but progress is slower than the requirement. NLP is
an immature area of research till now and by using in-efficient
algorithms, efficient results in text watermarking cannot be
obtained.

JALIL AND MIRZA

C. A Semantic Approach

The semantic watermarking schemes focus on using the
semantic structure of text to embed the watermark[25]. Atallah
et al. were the first to propose the semantic watermarking
schemes in the year 2000 [15]-[17]. Later, the synonym
substitution method was proposed, in which watermark is
embedded by replacing certain words with their synonyms
[18]. Xingming, et al. proposed noun-verb based technique for
text watermarking [19] which exploits nouns and verbs in a
sentence parsed with a grammar parser using semantic
networks. Later Mercan, et al. proposed an algorithm of the
text watermarking by using typos, acronyms and abbreviation
to embed the watermark [20]. Algorithms were developed to
watermark the text using the linguistic semantic phenomena of
presuppositions [21] by observing the discourse structure,
meanings and representations. The text pruning and the
grafting algorithms were also developed in the past. The
algorithm based on text meaning representation (TMR) strings
has also been proposed [22].

The text watermarking, based on semantics, is language
dependent. The synonym based techniques are not resilient to
the random synonym substitution attacks. Sensitive nature of
some documents e.g. legal documents, poetry and quotes do
not allow us to make semantic transformations randomly
because in these forms of text a simple transformation
sometimes destroys both the semantic connotation and the
value of text[25].

D. A Structural Approach

This is the most recent approach used for copyright
protection of text documents. A text watermarking algorithm
for copyright protection of text using occurrences of double
letters (aa-zz) in text to embed the watermark has recently been
proposed[25]. The algorithm is a blend of encryption,
steganography and watermarking, and gives a robust solution
for the text watermarking problem. In that algorithm, groups
are formed by using full stop period. Text like poetry, quotes,
web contents, legal document may not essentially contain full
stops; which makes this algorithm inapplicable. To overcome
the shortcomings of this algorithm, another algorithm which
use preposition besides double letters to watermark text is
proposed[29].

The structural algorithms are not applicable to all types of
text documents and the algorithm use an alphabetical
watermark; hence we propose an algorithm which uses an
image watermark that can be a logo, fingerprint or signature of
the original author.

III. PROPOSED ALGORITHM

The proposed algorithm exploits occurrences of double
letters and prepositions existing in text to embed the watermark
as in [29]. The original copyright owner of text logically
embeds the watermark in a text and generates a watermark key.
Double letters and prepositions are inherent part of English
language text which cannot be neglected.

In the proposed approach, text partitions are made based on
preposition input. Afterwards these partitions are combined to
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make groups, where each group contains gs partitions if gs is
the group size. Then, the frequency of occurrence of each
double letter in each group is analyzed. Afterwards a
watermark key is generated by using the AOL list that contains
the double letters occurring average number of time. Median
average method is used to find averages.

This watermark key is registered with the trusted third party
which is called Certifying Authority (CA) with the original
watermark and the entry is time stamped. Whenever any
conflict of claim about copyright arises, this watermark key
can be applied on the text using extraction algorithm to obtain
the watermark. That watermark will identify the de- facto
owner. The proposed algorithm is a blind watermarking
algorithm since the original watermark is not required at the
time of watermark extraction. The trusted third party is
responsible for performing detection on behalf of the content
owner and the detector has to answer who the registered user
is/may be[25]. The proposed algorithm caters for combined
insertion, deletion and re-ordering attack on the text.

A watermark is a unique logo or signature of an individual
or an organization who owns the copyright of a digital content,
in this case text. Text can be attacked in a number of ways, but
generally an attack is the deliberate insertion, deletion and re-
ordering of words and sentences to and from the text [25].

The watermarking process involves two stages, watermark
embedding and watermark extraction. Watermark embedding
is done by the original author and extraction done later by the
Certifying Authority on author behalf.

A. Embedding Algorithm

The algorithm which embeds the watermark in the text is
called embedding algorithm. The embedding algorithm embeds
the watermark in the text logically and generates a watermark
key. The watermark embedding process is shown in fig. 1.

The watermark embedding algorithm is as follows:

Input WI, GS, Pr and T.

Convert W; to Wp

Make partitions of T based on Pr
Make groups of text based on GS i.e.
Number of groups=

Number of partitions/GS

5. Count occurrence of double
in each group and populate AOL
occuring letter) in each group.

B W N R

letterd
(Averagd

= 0 wheref =123 v

Repeli +1)] = Fruug Number (4L

fepeld w1y _
fepliall = On & BMQD 28
whery il i

where Z,s represents 26 alphabets
7. Output WK

v 4 A0
(a-z)

W;: image watermark, GS: Group size, Pr: Preposition
T: text file, Wr: text watermark, WK: Watermark key
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Input Watermark image (W)) Input Pr, G5

J W, l
Grouping Double letter
Extraction

AOLIist

Output Watermark key (W,

Image to Text

Converter

Text file

Fig. 1. Watermark embedding process

The watermark image (WI) is first converted to alphabet and
we obtain an alphabetical watermark (WA). Then, depending
on preposition (Pr) and group size (GS) input by user (partial
key), partitions and groups are formed. In the next step, the
occurrence of each double letter is counted in each group and
the double letter occurring average number of time is identified
(AOL). The key generator generates the watermark key by
using watermark and AOL list as shown in the algorithm and
generates the watermark key. This key is then registered with
the CA along with the watermark image, original text, and
current date and time.

B.  Extraction Algorithm

The algorithm used to extract the watermark from the
watermarked text is known extraction algorithm. It takes the
author key as input and extracts the watermark image from the
text. The algorithm is kept with the CA that uses it to resolve
copyright issues, if any at a later stage. The watermark
extraction process is shown in fig. 2. The detailed algorithm is
as follows:

Input WK and T.

Read Pr from Wk and set counter=1l.

Make partitions of T based on Pr

Make groups of text based on GS i.e.

Number of groups=

Number of partitions/GS

6. Count occurrence of double letters in
each group and populate AOL (Average
occuring letter) in each group.

7. L=length(WK), Keyindex=L+1

8. While(Keyindex<L)repeat 9 to 10

9. If(WK(i)equals 0)

W(I)= AOL (groupnumber)

U W N

else
W(I)=Cipher letter
10. I=I+1
11. Output W

In the extraction algorithm, text is partitioned using
preposition (Pr) from watermark key (WK). Then partitions are
combined to make text groups as done previously in the
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Input Watermark key (W)

l AOLIist
Grouping Double letter Watermark
Extraction Generator

I i WA
Text to Image
Conyerter

Text file

Output Watermarkimage (W))
Fig. 2. Watermark extraction process

embedding algorithm. Afterwards, occurrence of double letters
in each group is analyzed and average occurring letter in each
group is identified. The contents of watermark (WK) are then
used to obtain watermark from the text as shown in step 8 to 10
of the algorithm.

IV. EXPERIMENTAL RESULTS

We used 20 samples of variable size text as in [25] and [29].
Group size was kept 2, 3 5 and 10 for Small Size Text (SST),
Medium Size Text (MST), Large Size Text (LST) and very
Large Size Text (VLST) respectively. The logo of FAST
National University of Computer and Emerging Sciences,
Islamabad, Pakistan as shown in fig. 3 was used as the
watermark image.

In order to evaluate the degree of closeness between original
watermark and the extracted watermark image, we selected the
normalized hamming distance (NHD) as the similarity
measure:

LT
NEDm, ) == wrll) B M
Ny bt

=1

where w and w’ are the original and extracted reference
watermarks respectively, N, is the length of the watermark,
and & is the exclusive-OR operator. The distance ranges
between (0, 1). Ideally, two perceptually similar images should
have a distance of close to 0. The possible attacks on text can
be random insertion, deletion, and re-ordering of words; to and
from the text. The tampering volume was kept same as in [29].

The normalized hamming distances between original and
extracted image on all text samples (average of each category)
are shown in table I.

TABLE [
NORMALIZED HAMMING DISTANCES BETWEEN ORIGINAL WATERMARK
IMAGE (W) AND EXTRACTED WATERMARK IMAGE (W’)

Normalized Hamming Distances
Samples -
‘in’ ‘on’ ‘to’ ‘of’
SST 0.0267 0.0098 0.0035 0.0417
MST 0.0577 0.0139 0.0585 0.0591
LST 0.0315 0.0133 0.0429 0.0662
VLST 0.0165 0.0090 0.0263 0.0326
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Fig. 3. Watermark image (118 x 118 pixels)

g 010
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S o000/
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Text categories

Fig. 4. Normalized hamming distance between original and retrieved
watermark (after tampering) on all text sample

Fig. 4 shows the hamming distances between original and
extracted watermark image after tampering. It can be clearly
observed that the hamming distances are close to zero for every
preposition. And the result are more optimal for the preposition
‘in” and ‘on’ on all text samples.

For comparison, we compare the performance of proposed
algorithm with a text watermarking algorithm proposed by
Peng et al. [22] which is named here as OTMR. To facilitate
comparison, we used the same 9 TMR samples from
MIKRKOSMOS as input in our experiments used in OTMR.
Twenty experiments were conducted on each sample. All text
samples fall under the category of Small Size Text (SST).

The ratios of successfully detected watermark as compared
with OTMR are shown in table II and graphically represented
in fig. 5.

TABLE II
COMPARISON OF PROPOSED ALGORITHM WITH OPTIMIZED TMR ALGORITHM
(OTMR) [22]
Ratio of successfully detected watermark

Sample No- [ 1\ fR-10 | OTMR 20b | OTMR 305 | Proposed

Algorithm
TMROO11 38% 92% 62% 99%
TMR0020 42% 90% 56% 100%
TMRO0046 24% 86% 48% 99%
TMRO0070 24% 84% 50% 99%
TMRO589 36% 86% 44% 98%
TMRO0592 22% 78% 42% 100%
TMR2099 40% 90% 58% 99%
TMR2103 26% 84% 44% 98%
TMR2301 22% 88% 46% 100%
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m OTMR with 10 bit = OTMRwith20 bit = OTMR with30 bit m Proposed Algorithm

100% -
90%
80%
70%
60%
50%
40% +
30%
20%
10%
0%

Extracted watermark accuracy

REREREREREN

1 2 3 4 5 & 7 & 3
Sample number
Fig. 5. Comparative accuracy of proposed algorithm as compared with
OTMR algorithm.

Fig. 5 shows the comparative results of both algorithms
where results of all three versions of Peng algorithm 10 bit, 20
bit and 30 bit are inferior to results of proposed algorithm. The
proposed algorithm is effective and has better robustness as
compared with OTMR on all 9 samples. The watermark
survived even after insertion, deletion and re-ordering attacks.

V. CONCLUSION

The existing text watermarking algorithms are not robust
against random tampering attacks. With the increasing volume
of attack, it becomes impossible to detect watermark
accurately. We have developed a text watermarking algorithm,
which embeds the logo or signature of the copyright owner
logically in text and can be later used to prove ownership. We
evaluated the performance of the algorithm for random
tampering attack in dispersed form on 20 texts. We also
compared the performance of the algorithm with a recently
proposed algorithm. Results show that our algorithm is more
robust, secure and efficient against random tampering attacks.
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Abstract'- Many industries are becoming dependent on Radio
Frequency Identification (RFID) technology for inventory man-
agement and asset tracking. The data collected about tagged ob-
jects though RFID is used in various high level business opera-
tions. The RFID system should hence be highly available, relia-
ble, and dependable and secure. In addition, this system should
be able to resist attacks and perform recovery in case of security
incidents. Together these requirements give rise to the notion of a
survivable RFID system. The main goal of this paper is to analyze
and specify the requirements for an RFID system to become sur-
vivable. These requirements, if utilized, can assist the system in
resisting against devastating attacks and recovering quickly from
damages. This paper proposes the techniques and approaches for
RFID survivability requirements analysis and specification.
From the perspective of system acquisition and engineering, sur-
vivability requirement is the important first step in survivability
specification, compliance formulation, and proof verification.

Keywords: Radio Frequency Identification, Survivability, Threat
model, Survivability requirements mapping graph

1. INTRODUCTION

In today’s world competition is a major part of every do-
main. To be successful, it is important for every individual or
organization to hone their skills to gain a competitive advan-
tage over their contenders. For industries, one way of gaining
a competitive advantage is by providing high quality services
which are highly available, reliable, and secure.

This paper focuses on the survivability requirements and is-
sues in a RFID system. RFID is a wireless technology for au-
tomatic item identification and data capture. It uses radio sig-
nals to identify a product, animal or person. Many industries
are relying on Radio Frequency Identification (RFID) as a
technology to automate their routine business processes and
thus simplify and enhance the quality and accuracy of servic-
es. RFID has been used in various applications including,
manufacturing, business automation application, supply chain
management and citizen identification by customs and border
protection through RFID enabled passports. Major retail
chains such as Wal-Mart and Target have mandated that all
suppliers introduce RFID. One of the major advantages of
RFID is its capability to offer automatic, large scale, and con-
tactless data collection. Although RFID brings various bene-
fits to organizations, it also raises several security and privacy
issues. Various security mechanisms and protocols have been

! This work was supported in part by US AFOSR under grant FA
9550-09-1-0215.

developed for secure RFID applications ([1-2], for instance).
Among the security issues related to RFID systems, one
should distinguish those which cause minor damages to the
system from those which could significantly affect the sys-
tem’s survivability. Survivability is defined as the ability of a
system to provide essential and dependable services in pres-
ence of attacks and failures, and to recover full services in a
timely manner [3]. Survivability is considered to be a key in-
herent property of a reliable system [4]. Survivability is differ-
ent from security, as security deals with protecting the system
components from attack by strengthening the system while
survivability encompasses the functioning of the entire system
and not individual components [5].

We study survivability issues for RFID systems because
RFID is rapidly becoming an important part of enterprises;
and because of the high distribution and vulnerability of its
components, RFID technology is subject to various threats
which can affect system survivability. There are three major
components of a RFID system: tags, readers, and a backend
RFID server. A tag is a small and cheap device which is com-
bined in an IC chip and an antenna for radio communication
which is physically attached to an item with a unique identifi-
er. A reader is a device which can identify the presence of
RFID tags and read information supplied by them [3]. Due to
the limited computational power and limited memory for a
RFID tag, standard security algorithms and protocols (e.g.
public key cryptography and full scale access control) cannot
be applied to low cost devices such as passive RFID tags.

In this paper, we perform analysis of survivability require-
ments from a system engineering perspective. We use threat
modeling as a basis of specifying survivability requirements.
We then categorize the requirements from which system ex-
perts can benefit in order to make a system survivable. In this
paper, we mainly focus on the threats evolving from the RF
subsystem of RFID system since this part represents the most
vulnerable component of the entire system.

The rest of the paper is organized as follows. Section 2 dis-
cusses related work. Section 3 specifies the structure, functio-
nality and critical services of an example RFID System. Sec-
tion 4 describes a step by step method of threat modeling of
the system and risk management. We also describe the con-
cept of risk management and its importance in achieving sys-
tem survivability. Section 5 specifies a novel method of speci-
fying system survivability requirements based on the indenti-
fied threats to the system in order to achieve survivability
goals. Finally, section 6 concludes this paper.
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II. RELATED WORK

There are several existing works on threat modeling and re-
quirements engineering. Threat modeling as a basis of security
requirements is discussed in [6]. That paper describes a syste-
matic approach towards threat modeling for complex systems.
The concept of risk management is briefly explained in [6].
The authors of [7] propose a goal oriented approach to securi-
ty threat modeling and analysis by using visual model ele-
ments. They introduce the notions of negative softgoals for
representing threats and inverse contributions for evaluating
design alternatives. An analysis procedure is also provided in
[7] as a guide to context sensitive selection of countermea-
sures. Major focus of [6-7] is on system security.

There are intensive studies and definitions of system survi-
vability proposed in the literature. Most survivability studies
are based on different abilities a system should have ([8-14],
to cite a few). In [8] the authors discuss strategies for achiev-
ing survivability and techniques and processes for analyzing
survivability in an unbounded network such as the Internet. In
[13], the process is described about constructing systems to be
dependably reconfigurable without forcing the system to sacri-
fice desired capabilities.

Work has also been done in the area of requirements engi-
neering for survivable systems. In [15], the author describes
the current state of requirements engineering for survivable
systems. The requirements engineering definition for surviva-
bility strategies are enumerated as resistance, recognition and
recovery. The major emphasis of the paper is on the impor-
tance of survivability requirements. Various other survivabili-
ty models proposed which are, usually application or domain
specific. However, the survivability models described are very
application or domain specific.

Currently, there is a lack of research on systematic reason-
ing and specification of the requirements for pervasive compu-
ting systems such as a RFID system. The proposed framework
assists system engineers to enumerate categorized require-
ments in a systematic approach. Although we relate the survi-
vability requirement model to RFID systems, the proposed
methodology can be extended to a wide range of applications
and domains (e.g. wireless sensor networks).

II. AN EXAMPLE RFID SYSTEM

RFID systems are important to many different kinds of ap-
plications. The structure of the system may differ with do-
main. The main mission of RFID systems differ with different
applications. A tagged item can have different type of data
associated with it which should be readable and revisable
whenever/ wherever needed. Thus, we can summarize the sys-
tem mission as providing trustworthy and accurate data asso-
ciated with the tagged item in a timely and secure manner to
the higher applications.

The structure of a typical RFID system is shown in Figurel.
Typically, a multi-enterprise RFID based system is composed
of multiple sites. The major components of each site include:
1) A Radio Frequency Subsystem: It consists of components

which perform identification and related wireless com-

munications and transactions. Readers and Tags are a part
of the RF subsystem.

et of h_igh_er level Site 1
applications

Tag Database
~Enterprise
RFID Backend
Subsystem
Server Middleware Database ‘ Y
Reader Adapter

A &w%@

‘ Reader 1 H Reader 2 ‘ ‘ Reader n
Frequency
Subsystem
..4- ;

Inter-Enterprise
Ccmmunlcancn Network

Enterprise Trust
Boundary Site 2 — -
Site n

Figure 1: RFID system components

2) An Enterprise Subsystem: It consists of a backend data-
base and a RFID server.

a)Backend Database: The backend database at least the fol-

lowing information: the tag identification number, the se-

cret key shared between the database and the tag, and op-
tional item descriptions of the tagged item.

b)RFID Server: This consists of systems and applications

which communicate with the readers and process data ac-

quired from the RF subsystem. Three components consti-
tute an RFID server:

i. Reader adapter: an interface to connect the readers.

ii. Middleware: An intermediate layer between the lower
level RF subsystem and the higher level database which
pre-processes data collected from the RF subsystem and
provide cleaned data to the higher components. Mid-
dleware also contains some security mechanisms to en-
sure data security.

iii. Tag Database: Cleaned tag data is stored in this data-
base to be used by the high level applications. This da-
tabase may also contain high level events.

3) An Inter-Enterprise Subsystem: It connects enterprise
subsystems across organizational boundaries. For exam-
ple, a manufacturing enterprise may communicate with its
suppliers, wholesalers and brokers.

The communications between RFID tags and readers are
through wireless channels. The RFID server is connected to
the higher level user processes within the trusted internal net-
work of the organization. Users should be aware that the RFID
server described above only represents a logical RFID server
which may encompass a set of distributed RFID servers
present in an enterprise.

A.  RFID Critical Services

Critical services refer to a set of essential services that are
critical to the functionality of a system. Failures to provide
these services will result in violations of system mission and
objectives. Next, we identify critical services that a RFID sys-
tem should provide. It is essential for survivable systems to
maintain the critical services with full or even degrading func-
tionality in case of faults/attacks and recover when the situa-
tion improves. In our example system, we assume that the
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RFID system is sensitive to error or malicious data injected by
adversaries in the RF subsystem. We also assume that the sys-
tem is data intensive. Under these assumptions, we conclude
that the major critical service in this enterprise application is
the continuous availability of truthful, consistent and accurate
data to the users of the system. We now proceed to the threat
modeling, which helps in enumerating the list of possible
threats to the system, which can result in the systems inability
to provide the set of critical services described above.

V. THREAT MODELING AND RISK MANAGEMENT

Threat modeling is an important step towards securi-
ty/survivability specification of a system. Threat modeling
involves understanding the complexity of the system and iden-
tifying the possible threats to the system. Based on the identi-
fied threats, the system/security developers and administrators
can specify realistic and meaningful security/survivability
requirements for the system. Proper identification of threats
and appropriate selection of countermeasures reduce the like-
lihood for the attackers to compromise the system.

Threat modeling involves three steps: characterizing the
system, identifying assets and access points, and identifying
threats [6]. These steps will be discussed in following sections.
Although our approach for threat modeling is similar to the
approach specified in [6], our main focus is on RFID system.
We identify RFID specific threats and the corresponding re-
quirements to thwart attacks to ensure system survivability.
Furthermore, we study RFID system characteristics and risk
management from a survivability perspective.

A.  Characterizing the system

Characterizing a system involves a system model that re-
veals essential characteristics of the system. Modeling can be
done using a number of approaches. In this paper, we use an
UML class diagram for a more formal specification of the
structure of the example RFID system as shown in Figure 1.
From Figure 2, we can see that the major classes of the UML
class diagram include enterprise, tag, reader, RFID server,
backend database, higher-level applications, reader adapter,
tag database and RFID middleware. We specify the attributes
and operations of each class. For instance, the class tag has
the attributes tag ID and secret key and operations SendMes-
sage(), ReceiveMessage() and UpdateKey().

B. Identifying Assets and Access Points

An asset is a resource of a system which is essential to the
system’s mission and must be protected. The main assets of
the RFID system include: (a) tags; (b) reader; (c) the backend
database which contains authentication information; (d) the
tag database; and (e) the inter-enterprise networks connecting
partner organizations.

Access Points are where the adversary can penetrate the
system. The main access points that we identified for the ex-
ample RFID system include: (a) wireless connections between
different components within the RF subsystem, (b) the wire-
less connection of the reader with the backend database or the
RFID server, and (c) the inter-enterprise networks.

Enterprise High Level Applications
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-Branch -
E )
+Ci ther Y] 11D
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+-0 -0 ;
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9 D Server() 7] [SendT: Data()
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Figure 2: UML Class Diagram for Example RFID System

In general, due to security solution restrictions and RFID
systems’ characteristics, designing survivability mechanisms
for RFID systems are both crucial and challenging.

In this paper, we assume that the main goal for an attacker
is to compromise the survivability of a system by attacking the
system from various access points described. An important
step for the threat analysis is to step through the system’s as-
sets, reviewing a list of possible attacks for each asset [6].

C. Identifying Threats

The process of correlating threats to an asset involves creat-
ing an adversary hypothesis [6]. In this section, we use attack
trees [6, 16] to identify the critical threats related to an asset.
An attack tree provides a formal, methodical way of describ-
ing the security of the system based on varying attacks. In
such tree structure, the root represents the threat corresponding
to an asset (the attacker goal) and each node represents the
attacker decision process. For each threat, the key P and I are
used to describe whether it is possible or impossible for the
threat to occur given other restrictions under consideration.
Figure 3 shows an attack tree for an RFID tag. Figure 3 shows
how an adversary can attack a RFID tag. For a more complete
list of threats on a tag, interested readers may refer to [17].
Permanently Disabling Tags: This can be achieved by tag
removal, tag destruction or using the KILL command. Al-
though a KILL command is a valid operation performed by
the enterprise, an adversary can exploit this method to sabo-
tage RFID communication (17). However, achieving this can
be very difficult (if not impossible).

Temporarily Disabling Tags: Aluminum foil can be used to
shield a tag from electromagnetic waves to disable it. RFID
tags also run the risk of unintentional temporary disablement
caused by environmental conditions (example: ice/snow)
Relay Attacks: In a relay attack, an adversary acts as a man-in-
the-middle and intercepts/modifies communication between
legitimate components.

Similarly, threats can be identified for other important as-
sets and entry points. Due to page limitation, we will not show
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Figure 3: Attack Tree for RFID tag

Table 1: Threats related to assets

Assets Major Threats

Impersonation, Eavesdropping, Relay Attack, Spoofing,

Reader Passive/ Active Interference, Unauthorized Tag Reading

Backend Database Denial of Service Attack, Buffer Overflow Attack

RFID Server Malicious Code Injection

Inter-enterprise Commu-
nications

Trust Relationship Misuse, Loss of Network Connection,
Competitor Espionage

the detailed attack tree for each component. The major threats
for each of those assets are listed in Table 1.
D. Risk Management

It is very difficult (if not impossible) to make the system
perfectly secure from threats. Well organized attacks are just
beyond what security experts can really expect. What we can
do is identify the risk specific requirements that enable a sys-
tem to survive attacks and recover from damages as soon as
possible. Risk management is an essential step in survivability
specification of the system. The objective of risk management
is to systematically address the risks and decide how to cope
with each of the threats. After the threats have been identified,
it is necessary to prioritize them. Two simple ways of priori-
tizing the threats are to assess their likelihood and the conse-
quent damage that can be caused by the threat. There are four

ways of managing the risk [6]:

e Accept the risk: If the possibility of occurrence of a threat
is low or it is too costly to mitigate, it can be accepted.

e Transfer the risk: Transfer the risk to someone else via
insurance, warnings etc.

e Remove the risk: Remove the system component or fea-
ture associated with the risk if the feature is not worth the
risk.

e Mitigate the risk: Reduce the risk with countermeasures.

In our example, some risks for the RFID system that can be

accepted. For instance, the risk of malware can be accepted
because the possibility of its occurrence is very low. The RF-
ID system has various installed defense-in-depth mechanisms
to prevent, detect, and remove malware. An example of risk
that can be removed is the restriction of physical access to any
important assets. Instead of allowing any access to the system
remotely, it is more secure to restrict the access to the system
from its current physical location. This removes all the corres-
ponding threats related to remote access of important assets
and the sensitive data they store. Finally several risks must be
mitigated.

|
Threshold

Survivable Unsurvivable

Figure 4: System survivability FSM
One example is a relay attack. By utilizing distance bounding
authentication protocols, this risk can be mitigated.

The key for risk management is to identify those threats
which could bring a system to an unsurvivable state. We have
developed a finite state machine model (FSM) as shown in
Figure 4 to show the effect of a particular threat on system
survivability. To evaluate the risk level of a threat, a security
expert may refer to this FSM to determine if a threat (or a
combination of threats) could lead the system to an unsurviva-
ble state. If so, the threat must be mitigated, transferred, or
removed.

Figure 4 shows the system states under varying levels of
compromise. For instance, state Q, represents the state where
an RFID system is damage free. When an attack occurs, some
degree of the system is damaged. Hence, the system transits to
state Q. Each of the transition rates c;..c, represent the proba-
bility that a threat can bring the system from one state to
another. When such attacks continue, the system has a proba-
bility to transit from state Q; to Q,. In the mean time, the sys-
tem has a chance to recover as long as some recovery mechan-
isms are available. The transitions ry..r, represent the probabili-
ty of recovering the compromised components. For instance,
while at system state Q,, the system may have a chance to be
recovered to a previous state. If the recovery r, is successful
and the damage caused by the compromise attempt c, is re-
versed, the system transits back to the state Q. Similarly,
when the damage caused by compromise c,; is reversed the
system comes back to the initial state Q, which again
represents the state of fully recovered or the damage free state.
All the recovery attempts are assumed to be successful for the
attacks that bring the system to the state Qy or any prior state.
State Qy is the threshold representing survivability break point.
After the system reaches Q, it transitions into unsurvivable
condition. At that point, the critical services cannot be pro-
vided and the system must be shut down for manual recovery.
By using this model, security experts can identify which sets
of risks must be mitigated (i.e., threats that bring the system to
a state beyond the threshold Q) and which can be accepted
(i.e. threats that cannot bring the system to a state beyond Qy).

V. MAPPING THREATS TO SURVIVABILITY REQUIREMENTS

Initial threat modeling reveals all the possible attacks. Risk
analysis eliminated those attacks which only cause insignifi-
cant threats to system’s survivability either because they are
less likely to occur or the consequences of those attacks are
not very severe. Next, survivability mapping identifies the
requirements in terms of system survivability based on those
severe attacks which could cause serious damages to affect the
system’s mission and critical services.
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Various severe threats can bring the system to an unsurviv-
able state thereby hampering the system survivability. These
threats must be removed or mitigated by specifying a set of
survivability requirements. The set of survivability require-
ments, when enforced by implementing and deploying the
appropriate techniques, can guarantee that the corresponding
threat be eliminated. A survivability requirement mapping
graph illustrates how we determine the survivability require-
ments given the severe threats in order to ensure system survi-
vability.

A survivability requirement mapping graph is a directed
graph G = {V, E} where V represents a set of vertices and £
represents a set of directed edges. Each vertex v € V
represents one of these three types of nodes.

1. Survivability Goal Node: Such a node represents a target
which is to be achieved in terms of system survivability.

2. Threat Node: Each threat node represents a threat to the
survivability objective node.

3. Survivability requirements node: Each survivability re-
quirement node represents a requirement that should be
fulfilled in order to overcome the threat and achieve the
corresponding survivability goal.

These three types of vertices appear in alternating pattern in
a survivability requirement mapping graph G from the root to
the leaves; i.e. goal nodes are followed by threat nodes which
are followed by the corresponding requirement nodes.

Each weighted edge e € E in G represents a relationship be-
tween the two connected nodes. The relationship can be a con-
tribution represented by the ‘+’ signs or an inverse contribu-
tion represented by the ‘—‘signs. By contribution we mean the
relationship between two nodes. Positive contribution increas-
es the chance of meeting the goal and inverse contribution
decreases it. The severity of the contribution or inverse contri-
bution is denoted by the number of ‘+’ or ‘-‘signs on the cor-
responding directed edge, respectively. For instance, the sur-
vivable goals of the RF subsystem positively contribute to
survivability requirements of the entire RFID system as shown
in Figure 5. On the other hand, the physical corruption of a tag
negatively contributes to the survivability of an RF subsystem
since any corruption of RFID tags can inversely affect the
critical services of the RF subsystem. In Figure 5, we specify
five requirements that, if satisfied, can ensure the tag’s ability
to resist malicious attacks. However, not all of the five re-
quirements must be satisfied in the same time in order to make
the tag attack resilient. We specify the mandatory/optional
relationships among those 5 requirements. Those relationships
are denoted by/o\and/Q\symbols, respectively. As the figure
shows, if physical access control function is applied to a tag, it
negatively contributes to physical corruption of tags and thus
positively contributes to survivability of the RF subsystem. In
general, the following steps are applied to build a survivability
requirements mapping graph.

1. Identify the major survivability goals of the system under
consideration.

2. Refine the major goal to a set of sub goals necessary.

3. Enumerate possible threats that can affect each sub goal.
The threats are identified by stepping through the critical

components as discussed earlier. The set of threats can be
refined at different levels of details.

4. For each threat listed in step 3, identify a set of the cor-
responding survivability requirements. Those require-
ments are necessary for the system to mitigate the threat.
The implementation security survivability mechanisms
based on those requirements effectively help a system
survive in event of occurrence of the threat.

5. Categorize the survivability requirements in a set of cate-
gories.

In our example, we categorized the survivability require-
ments in the following categories: physical security, intrusion
detection/response, robustness/fault tolerance, and complete-
ness/soundness. Categorizing can help the system expert to
perform analysis while focusing on the aspect of system that
the requirement contributes to. Table 2 summarizes each sur-
vivability requirement category and its quantitative assessment
for the assistance of system engineers.

Thus after performing the above five steps on our example
RFID system, a survivability requirements mapping graph is
developed as shown in Figure 5. The major goal identified for
our example RFID system is to ensure the RFID system survi-
vability. Refining this goal in a group of sub goals, we have
survivability of RF subsystem, survivability of enterprise sub-
system and survivability of inter-enterprise subsystem. Then a
set of possible threats are specified which might hinder the sub
goal listed in the previous step. From the figure, we can see
that the possible threats that can affect the survivability of the
RF subsystem include corruptions of readers, introduction of
rogue or cloned readers, corruption of tags and compromise of
tag-reader communication® Next, for each threat a set of sur-
vivability requirements are specified which, if satisfied, can
help the system thwart the attacks. For example, in term of the
threat “corruptions of reader”, two survivability requirements
are specified: prompt damage assessment/recovery and reader
tamper resilience. Those two requirements should be satisfied
at the same time (as shown by the in Figure 5) in order to
ensure that the reader is tamper free. Finally we categorize the
identified requirements based on their common features. For
example, both reader tamper resilience and tag physical access
control can be categorized into the “physical security” catego-
ry. Detailed explanation of the requirement and its respective
category can be found in Table 3.

We should point out that the survivability mapping graph as
show in Figure 5 only represents the detailed threats, surviva-
bility requirements (and their categories) for the survivability
goal of the RF subsystem. The survivability requirements for
other subsystems are only briefly mentioned in the figure. We
assume that the RFID enterprise sub-system can use standard
security mechanisms such as digital signature and strong au-
thentication to ensure RFID data confidentiality, integrity, and
availability.

% The threats mentioned in the figure or in the content of this paper may not be
a complete list of all the threats that could affect the security or survivability
of an RFID system. The threats mentioned are identified based on our threat
analysis. An advantage of survivability mapping graph is that more threats and
the corresponding requirements can be added if the need arises.
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Figure 5: Survivability Requirement Mapping Graph
Table 2 provides a summary of categories of the identified

Table 2: Survivability Requirement Category Quantitative Assessment

p——— survivability requirements as shown in Figure 5 and the quan-
Req. Categery | Measurement Category and Symbol Explanation titative assessments for each category. We use the first order
- - predicate to represent symbols in the measurements. The table
The ability of the RFID system to resist R . . .
physical attacks. It can be measured as lists each survivability requirement, a measurement and the
Physical w0 Comprmentafyy] follows: For every component C in the explanation of the notation used in measurement.
S N Feerrsnsie component set of system SYS. the
eeurity Frlgarrigia possibility of physically corrupting the o .
component is lower than a pre-defined Table 3: Survivability Requirements Summery
a ——
valiea (W@ 1) i‘;;:;’::;zs Category Explanation
’I;he dabtihty Otf:‘n RF{TD i}:teﬁ‘ to w1té1— Tamper Resi- The requirement for an RFID component to be
stand devastaling aftacks. I can be amp . physically resilient to damage and attacks (mechan-
measured as a ratio of the difference lience Physical isms which satisfy this requirements include physi-
between the total number of components Tag ) Self | Security cal unclonable functions, tag password protection
Robust- N and thte I\? ul;bg :t]; c;mlzrom} sed Protection tag disable in case of emergency situations).
ness/Fault 2(":‘;}::;6“ sThg ;V;t:m 1}; re:is?ailtvig The requirement for the RFID system to appro-
Tolerance deadl a.ttack it ar}ll d only if this ratio is priately deploy RFID tags such that physical access
1 yth threshold },]., th ired Appropriate or close contact of the tags by the adversary is
al:gf:r an a threshold = (the require Plle’x };enll)ent of Physical almost impossible. Placement of tags should also
minimum number of components  to T Security consider such factors as fault tolerance since high
su‘pport the critical services is main- s correlation of RFID tags make it possible for tag
tained). data inference to effectively recover or mask dam-
The ability of an RFID system to detect age of individual tags.
attack 4 promptly (measured by the time The requirement to control and monitor physical
" | for the system to recognize A), evaluate Physical Physical premier of RFID infrastructure. For instance, illegal
i i.‘f%i%ﬂ:?'ﬁri i tbe extent of damage (measureq by_ t'he Access Control | Security scans of tags by unknown readers should be de-
Intrusion A FF. F WERRAN time f(_)r system to perform survivability tected and prevented.
Detection Me xi;aﬁg‘;,aﬂ_ anglyms_ and d"‘?‘age assessment) and The requirement for the RFID system to strategical-
! . ?dJ“St its behavior (measured by the ly deploy relatively more powerful proxy servers
time for system tf’ . responq). System (e.g. special readers) to shield and protect low-cost
meets the survivability requirements if . Robustness / tags. For instance, an RFID system may use proxy
those - parameters are below ~certain Proxy Service | Fault Toler- | "o io respot;d to tag scans from unknown
levels. — ance readers on behalf of the tags to be protected. Each
The possibility of acceptance of a com- proxy server simulates tags by continuously re-
Sound- Frifzesneialle & £af ponent not belonging to the system is labeling their IDs
ox X ligible (8 is a threshold) —soundness. - :
ness/Complete | Prififeciiclle a fodf 18 © 0 >Sho) nd . The requirement for the RFID system to automati-
ness The possibility of rejecting a legitimate gblhtg fto FRObl':Stn_FST / cally assess the current status of current tags in the
component c is negligible (3" is a thre- carc or | rau 01T | system and detection of any missing tags, tag fraud
shold) —compl Missing Tags ance or tag thefi.
Robust ~ Au- | Robustness / | The requirement for the mutual authentication
thentication Fault Toler- | protocols between RFID system components to be
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ance robust against various anomalies such as tag-reader
desynchronization and side channel attacks.

Network Robustness /
Reliability and | Fault Toler-
Resilience ance

The requirement for the enterprise or inter-
enterprise networks (wired / wireless) to be reliable
and resilient to common attacks.

Robustness / | The requirement for the RFID system and its com-
Fault Toler- | ponent to quickly recover from damage and restore
ance to a health state.

Prompt Dam-
age Recovery

The requirement for the RFID system to detect

Anti s fi Intrusi .
nit - spooting ntruelQn rouged and cloned readers by the mechanisms such
and anti imper- | Detection/ . . . X
. as behavior observation, data reading analysis and
sonation Response .
non-self detection.
St Authen- . . .
trong Authen The requirement for strong and reliable authentica-
tication, Trust | Soundness/ .
5 tion protocol tag, reader, RFID server and backend
based access | Completeness
database
control
Time Sensitive | Soundness/ "l_'he requi_r.emem fgr the RFID system to Perform
L time sensitive or distance bounding mechanisms to
Authentication Completeness
detect and /or prevent relay attacks.
The requirement for the RFID system to secure
Protocol and | Intrusion hosts, disallow IP spoofing, disallow ICMP broad-
anti-spoofing Detection/ cast/multicast addresses from outsiders, tighten
mechanisms Response firewalls, be vigilant/observant and communicate
with peers.
The requirement for the RFID inter-enterprise
Trust Man- | Soundness/ systems to conduct effective trust initiation, trust
agement Completeness | update and trust management among enterprise

partners.

The requirement for the RFID system to provide
adaptive and robust communication protocols by

. Robustness/ . .

Anti- using different frequency bands, spread spectrums

Fault  toler- .- L .

Interference ance and collision arbitration process, multiple channels
and different modulation techniques in different

environments.

Table 3 summarizes the survivability requirements identi-
fied in the survivability requirements mapping graph shown in
Figure 5. The table enumerates each survivability requirement,
its category and a brief explanation. These tables can assist
system experts to incorporate the requirements in their devel-
opment cycle.

Survivability mapping graph thus provides an effective me-
thod of mapping survivability goals to a set of survivability
requirements based on the identified threats. Categories of the
survivability requirements can be expanded to include differ-
ent aspects of a desirable system from the survivability point
view. This method allows the system engineers to assess sys-
tem survivability and ensure that the system can provide criti-
cal services in face of malicious attacks.

VL. CONCLUSION

Enumerating survivability requirements through the threat
modeling is crucial in empowering a system’s ability to with-
stand devastating attacks. RFID has been applied in various
high security and high integrity settings. Given various at-
tacks to an RFID system, it is crucial to develop a formal
model to specify survivability requirements in order to make
such a system more robust and resilient. In the proposed
framework, threat modeling using attack trees provides pre-
liminary insights into all the possible threats to an RFID sys-
tem. Risk analysis identifies those devastating attacks which
could render an RFID system unsurvivable. Then, system sur-
vivability requirements are specified based on those identified
attacks. These survivability requirements, if implemented, can
significantly improve the RFID system’s survivability. From
system engineering perspective, RFID application vendors and
system designers can incorporate those survivability require-

ments into their software and hardware development cycles.
Categorizing the requirements into major categories not only
provides a systematic way to organize survivability require-
ments from users’ perspective but also provides the guidelines
for the system vendors to develop the most effective securi-
ty/survivability mechanisms to satisfy the survivability re-
quirements as specified by the users in each category.
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in Czech Companies
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Abstract - In the globalised world, Czech economy faces many
challenges brought by the processes of integration. The crucial
factors for companies that want to succeed in the global
competition are knowledge and abilities to use the knowledge in
the best possible way. The purpose of the work is a
familiarization with the results of a questionnaire survey with
the topic of "Research of the state of knowledge management in
companies in the Czech Republic" realized in the spring 2009 in
the cooperation of the University of Hradec Kralové and the
consulting company Per Partes Consulting, Ltd under the
patronage of the European Union.

I. INTRODUCTION

It is characteristic of the enterprising environment in the
Czech Republic that competition has been growing, one of the
causes of this being globalization and the related expansion of
the free market. One of the basic preconditions for the
competitive ability are innovations and speed of companies in
innovation processes. Knowledge has been becoming the
most important form of capital of a company, traditional
capital resources (money, land, technologies) depend on
knowledge capital and this dependency has been increasingly
deepening. Knowledge needs of organizations have been
growing, they have become a strategic resource indispensable
for achievement of an enterprising success. The more the
need of knowledge grows, the more grows the significance of
knowledge management as a tool to manage knowledge in
organisations. Knowledge management is the tool which can,
to a great extent, determine the near future of Czech
companies. Also information and communication
technologies play important roles in effective work in the area
of knowledge management. The purpose of this paper thus is
to make the reader more familiar with the state of knowledge
management in Czech companies, with their interest in this
issue and with potential barriers of introduction of knowledge
management. Further also with the possibilities of use of
modern technologies - often already existing in companies -
in the area of knowledge management.

II. KNOWLEDGE MANAGEMENT AND THE PRESENT TIME

Knowledge management has become a current topic in the
beginning of the 21st century. The attention paid to
knowledge and its management has been dramatically
growing all over the world. In the area of knowledge
management, many researchers have been taking place with
various focus ([8], [6], [3], [11], [7], [4], [2], [10], [5]) for
example research of suitability of tools for support of

knowledge management, application of knowledge
management in enterprising environment, development of
knowledge management at the academic field etc. There is
also a research work called ,,Directions and trends in research
of knowledge* realised by Georg M. Giaglis from Aegean
University in Greece, which explored  more than two
hundred projects from the are of knowledge management
realised within the European Union. Conclusions of the
research showed that although it concerns a very prospective
area, there are still substantial gaps. These include the fact
that the technical infrastructure is not prepared for work with
knowledge, saturation with unnecessary knowledge,
unwillingness of co-workers to share  knowledge or
disagreement about benefits of knowledge management in
organisations. A no less important problem is how to
ascertain  efficiency of introduction of knowledge
management. In the past, many initiatives in the area of
knowledge management consisted in making a great amount
of knowledge accessible to a great number of people.
However, efficiency of similar widely based initiatives is
uncertain and difficult to be measured.

The development of interest in this issue is evidenced by

many publications with this focus. As it is shown by the
research mentioned in [9], knowledge management is still the
forefront issue especially at the academic field. Publications
with this topic coming from the corporate sector are still very
scarce. This is confirmed by the fact that the pace of
introduction of knowledge management as a subject in
corresponding study programs has been higher in the past few
years than its introduction as a managerial approach in the
corporate sphere.
Interest in the knowledge management from the part of the
private sector is evidenced by various researches (e.g. [10])
dealing with the fact how companies direct their focus on
human capital and the related innovations, knowledge, its
creation, storage and sharing. There are more and more
companies offering remuneration for innovation and team
management, evaluating changes in skills, in knowledge, in
procedures etc. In the private sector, the number of
consulting companies offering professional consulting for
projects of knowledge management has been growing. Not
even the newly emerging departments with focus on
knowledge management in leading software companies,
such as Lotus, Oracle, Microsoft, have been falling behind.
A great amount of pages dealing with this issue can be
found on the internet. Software companies create new
modules for their solutions, focused specifically on projects
of knowledge management.
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It is obvious from the above mentioned statistics that
although knowledge management is a young and still
developing discipline, its introduction is meaningful and
beneficial. This was the reason for realisation of the research
titled ,, Research of the state of knowledge management in
companies in the Czech Republic®, the purpose of which was
a familiarisation with the state of knowledge management in
Czech companies, with the interest in this issue and with
potential barriers of introduction of knowledge management.

III. RESEARCH OF THE STATE OF KNOWLEDGE
MANAGEMENT IN CZECH COMPANIES

In 2009, a questionnaire survey was realised dealing with
the topic of ,,Research of the state of knowledge management
in companies in the Czech®. This survey aimed to chart the
current attitudes of companies to knowledge management.
The survey was conducted in cooperation with the University
of Hradec Kralové, consulting company Per Partes
Constulting, s.r.o and under the patronage of the European
Union. 1000 organisations active in the Czech Republic were
addressed in total, across all industries with the focus on
medium and big companies. 132 filled-out questionnaires
were acquired. The aim was to find out what makes
companies to be interested in knowledge management, what
phase of its use they find themselves in, and also how
knowledge is acquired, shared and managed in companies. A
no less important area concerned barriers preventing full
application of the principles of knowledge management.

With each of the questions, respondents were able to
choose from several answers, or they could answer in their
own words. They could mark more possibilities both from the
point of view of the current situation and from the point of
view of what they are planning for future in the horizon of
three years. For these reasons, the sum of the percentages
mentioned in individual answers may surpass a hundred
percent. The purpose of the questions formulated in such way
was to find out whether companies would like to deal with the
given issue even in the future and if so, whether with greater
or lesser intensity.

IV. ANALYSIS OF ANSWERS OF RESPONDENTS

Reasons for introduction of knowledge management

The main motive for the focus on knowledge management
in most Czech companies is reduction of costs (44%) and
response to the growing abilities of competition in the area of
work with knowledge (42%) (see Figure 1). These two factors
show that companies are considering the significance of work
with knowledge both from the perspective of possibility of
more savings and greater efficiency and also from the
perspective of the fact that in case of omitting work with
knowledge, there is a threat of falling behind the competition.

2009
32012

a)increasing the role of intangible intellectual assets in the efficiency of

enterprising

b)expected arrival of knowledge of economy in countries with expensive

workforce (such as CZR)

c)responses to growing abilities of the competition in this area

d)a growing need of development of individualised and customised

products and services

e)need to integrate knowledge into products/services and to achieve their

artificial intelligence in the sense of the ability to carry out a dialogue
with a human being

f) reduction of internal costs due to an enhanced flow of knowledge about

corporate processes

g)elicitation of a need to share knowledge in the network of alliance

partners

h)taking advantage of possibilities offered by information technologies

i) pointing out the significance of intellectual capital of EU and

determining the year 2009 as the year of creativity and activeness
Fig. 1. Reasons for introduction of knowledge
management
Other significant impulses motivating companies to focus
their attention in this direction are:

e the growing need of development of individualised and
customised products and services,

e taking advantage of the possibilities
information technologies,

e need to integrate knowledge into products/services and to
achieve their artificial intelligence in the sense of the
ability to carry out a dialogue with a human being.

In future, knowledge management will be interesting for
companies due to its possibility to create customised products
according to wishes of customers and it will also be attractive
as a means, in which companies will be able to compete its
products against countries with inexpensive workforce.

offered by

Crucial knowledge in organisations
Research confirmed that nowadays crucial types of
knowledge, viewed as priorities by companies, in three large
areas are the following (see Figure 2):
e knowledge of customers and their needs,
e knowledge of the market and of market possibilities and
e knowledge of the competition and its strategy.

Companies are interested in their employees' knowledge
to a lesser extent (25%). This is an unfavourable phenomenon
from the perspective of knowledge management, as the very
employees and their know-how can be a source of a big
competitive advantage.
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a)about customers and their current | e) about employees and their
needs knowledge
b)about the market, its potential f) about the competition, its
and possibilities in it strategy, products or activities
c)about one's own products or g) about partners, their strategies,
services products or activities
d)about one's own procedures, h) about the potential of
processes and methods intangible intellectual assets
for development of a corporate
strategy

Fig. 2. Crucial types of knowledge in organisations

Companies mention knowledge about the potential of
intangible intellectual assets for development of a corporate
strategy (6%) as an insignificant area of interest. This again
corresponds to the lesser interest in employees' knowledge
and thus to the low activity in the area of work with one's own
knowledge assets. Companies deal almost to the same extent
with strategies and activities of their partner organisations
(25%) and with their own established processes and strategies
(23%).

In the three-year horizon, companies do not view it as
necessary to change in a fundamental manner the
infrastructure of the knowledge, which they consider crucial
for their enterprising. They expect that a greater accent will
be put on knowledge about market possibilities as opposed to
the currently preferred knowledge about customer needs.

Acquiring and sharing knowledge

The main mentioned manner of acquiring knowledge is
regular training of employees (61%). Sharing of knowledge is
supported by a controlled discussion or by brainstorming
(33%) and by sharing documents in the information system
(30%)(see Figure 3). These tendencies together with the effort
of some companies to enrich the corporate methodology by
means of knowledge (20%) and to create a database of
knowledge (11%) show those companies are not aware of the
significance of knowledge and of systematic work with
knowledge. On the other hand there is that considerable
percentage of answers from the survey, which do not
evidence this fact. This concerns respondents who wrote that
knowledge are shared above all by an informal discussion in
teams (61%). Further the fact that new knowledge is acquired
by purchase from the outside (15%) indicates an opposite
tendency in relation with knowledge management. In general,
this phenomenon is unfavorable, as in the very knowledge of
one's own employees one can find a big corporate potential,
by means of which one can gain a competitive advantage.

.4
i

a) b) o d) &) 1) gl h}

a) by regularly increasing f) by sharing documents in
qualifications and by training of information system or by
employees their circulation

b) by purchasing knowledge from the | g) by means of a corporate
outside (methodologies, services methodology / directives
based on knowledge) enriched by knowledge

=

c) by buying brains and h) by means of a system of
hiring highly knowledge management with
knowledgeable experts a knowledge database

d) by controlled discussion or by i) by taking advantage of expert

brainstorming in teams systems providing

e) by common informal discussion in knowledge from more
work teams experts

Fig. 3. Acquiring and sharing knowledge

Prospective plans of the companies include building of a
system of knowledge management and of a knowledge
database (21%) and companies would like to markedly reduce
their practices of sharing knowledge only at the level of
informal discussions (now already 34% as opposed to the
current state of 52%). They would also like to use expert
systems to a greater extent in their work (18%). Overall, those
facts can be summarised thus: companies plan to dedicate
more attention to knowledge management and to a systematic

work with knowledge.

Barriers of knowledge management

Respondents stated that the greatest barrier is a
problematic evaluation of employees' knowledge (30%),
further the problem that the company's management has to
discern benefits of knowledge management and their
tangibility (29%). This category may also include the answer
about the uncertainty of the return on investments into
knowledge management (25%)(see Figure 4). All these
factors indicate that the issue of ,,measurement*of knowledge
management and its benefits should be solved. As it was
already said, there are often benefits of a qualitative character.
This does not mean that they are less important than
quantitative benefits, but it is far more difficult to find a
specific definition for them. This particular obstacle has a
very unfavorable impact on focus of companies on knowledge
management.
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a) disagreement about benefits in the company management, a need to be
oriented on more particular and tangible benefits

b) difficulty in appointing a person responsible for knowledge
management

¢) unwillingness of employees to share knowledge

d) problematic evaluation of employees' knowledge

e) the fact that the technical infrastructure is not prepared for storage,
sharing and distribution of knowledge

f) not to be able to find a suitable methods for introduction of knowledge
management

g) saturation with unnecessary knowledge

h) quickly changing needs of applicable knowledge

i) insufficient time for activities with a longer period of return

j) expensiveness of introducing knowledge management

k)uncertain return of investments
Fig. 4. Barriers of knowledge management
Another significant barrier is on the part of the employee,
for example unwillingness of employees to share knowledge
(26%).

Other barriers are, from the perspective of their
significance, approximately at the same level. They also
include:

e quickly changing needs of applicable knowledge,

e saturation with unnecessary knowledge and thus the
necessity to sort them out,

e expensiveness of introduction of knowledge management,
etc.

Another barrier is also the fact that the technical
infrastructure is not prepared. This factor does not rank
among the first places, nonetheless it deserves a special
attention in the current times of modern information and
communication technologies existing in most Czech
companies.

From the point of view of the near future, the worry about
potential barriers against introduction of knowledge
management has been generally decreasing. There is only a
worry about the ability to cope with quickly changing needs
of applicable knowledge.

V. SUMMARY OF THE QUESTIONNAIRE SURVEY

The questionnaire survey realised on the sample of 132
companies residing in the Czech Republic aimed to chart the
situation of knowledge management. Respondents were
medium and big companies across all industries.

It was ascertained from the answers that nowadays
companies consider it their priority and crucial knowledge to

know as much as possible about customers, market and
competition. To a lesser extent, companies are interested in
their employees' knowledge, knowledge of their own strategy
or of procedures of their partners. In the three-year horizon,
companies do not think it is necessary to change in any
fundamental way the structure of knowledge, which they
view as crucial for their enterprising.

The main mentioned form of acquiring knowledge is
regular training of employees. Sharing of knowledge is
encouraged by a controlled discussion or by brainstorming.
These tendencies together with the effort of some companies
to have a corporate methodology enriched by knowledge and
to create a database of knowledge show those companies are
aware of the significance of knowledge and of systematic
work with it. Some companies have prospective plans to build
a system of knowledge management and a knowledge
database and they want to markedly reduce their practices of
sharing knowledge only at the level of informal discussions.
They would also like to use expert systems to a far greater
extent in their work.

Further, it was apparent from the answer of the
respondents that in most cases, knowledge management is
not introduced as a whole in companies and the top
management leaves this area in the competence of
company divisions. Acquiring of knowledge is mostly the
task of an employee as an individual. However, in future,
companies plan relatively extensive changes from the point
of view of use of knowledge. First of all, acquiring of
knowledge will be increasingly less dependent only on
initiatives of each employee and knowledge will not be
administered only within individual company divisions.
Companies will focus more on possible benefits of
knowledge management and almost 30% respondents
stated that they plan to create an overall company strategy
for knowledge management.

Respondents stated that the greatest barrier for
knowledge management is a problematic evaluation of
employees' knowledge. Another barrier was also an
inefficient use of available modern technologies in the area
of knowledge management and of investments into
knowledge management. In the framework of answers
concerning this issue in the near future (answers for the year
2012), the worry about potential barriers against
introduction of knowledge management has been generally
decreasing. Only the worry about the ability to cope with
quickly changing needs of applicable knowledge has
remained the same.

It can be concluded from the text above that companies
are interested in knowledge management, they see its
possible use even in future and they are interested to deal
with it more than they have done so far. One of the
problems they see in this area is especially connected with
the ability to use modern information and communication
technologies in the are of knowledge management.
Technologies suitable for this issue and individual phases of
introduction of knowledge management are mentioned in
the following overview.
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VI. THE SELECTED INFORMATION AND COMMUNICATION
TECHNOLOGIES FOR KNOWLEDGE MANAGEMENT

A significant tool in the area of knowledge management is
modern information and communication technologies
complemented by a suitable software. The software can be
helpful in each phase of introduction of knowledge
management, it is a fundamental component of an already
established knowledge management. The task of individual
information, communication and knowledge technologies is
for example to secure mutual interconnection of people,
interconnection of people with knowledge and a conversion
of data into knowledge. The following lines include
technologies that could be used in the given phase of
introduction of knowledge management. Many technologies
can be used in more phases. Introduction of knowledge
management can be for example - according to [1] - divided
into four basic steps: set-up of an implementation team,
analysis of the initial state, creation of a knowledge strategy
and implementation of activities of knowledge management.
According to activities in each step, corresponding
technologies can be recommended.

Set-up of an implementation team

e systems for support of decision-making — Expert Choice,
Criterion/ Standard Decision Plus, etc.

e brainstorming applications,

e discussion systems — these systems support sharing of
information and knowledge mostly by members of a
particular community. These systems make it possible to
acquire answers to questions, tips, lesson learned etc.

e CMS (Capability Management Systems) — these systems
are sometimes known as Yellow Pages. The systems
enable members of an organisation to find out ,,who
knows what”, for they can provide information about
skills, abilities, experience, achieved education etc.

Analysis of the initial state

e Systems for document administration,
intelligent agents — this concerns specialised software
systems, which are mostly a part of larger systems. The
main task of intelligent agents is to provide assistance to
people (or to other agents) in various activities.

e Lessons Learned Systems — these systems provide
access to a database, where you can find experience
related to solving of common problems,

e analytic OLAP applications (MIS, EIS),

Creation of a knowledge strategy

e EDMS (Electronic Document Management Systems) —
these systems enable employees to access existing
documents more easily,

e cxpert systems — these systems simulate decision-
making of a human expert. Their usefulness was proven
for example in situations, in which a great deal of
knowledge is necessary to decide about a solution of a
problem.

e Knowledge Discovery Systems — these systems explore
large databases for the purpose of finding potentially
useful information or knowledge,

e products used for project management.

Implementation of activities of knowledge management

The technologies with respect to particular activities of
knowledge management will be used in this phase. However,
it should generally hold true that all technologies must be
integrated into the overall infrastructure of knowledge
management. This will secure a more efficient approach of
working with data and knowledge and this will bring
subsequent benefits for the organisation.

It is obvious from the text above that modern technologies can
be used in any phase of introduction of knowledge management,
in which a company finds itself in. This will facilitate many
activities accelerate communication and access to data and
subsequently save costs and increase efficiency of work.

VII. CONCLUSION

Today, high-quality and suitably managed knowledge in an
organisation is necessary for the organisation's effective
functioning, it has been becoming a significant competitive
advantage and it is therefore an efficient tool of competitive
fight. Knowledge management provides a certain set of
instructions how to work with knowledge.

The purpose of this paper was a familiarisation with the
state of knowledge management in Czech companies and with
their interest in this issue. As it followed from the survey,
Czech companies are interested in the issue, but they come
across many obstacles, which finally discourage them from its
consistent implementation. One of the problems they see in
this area is mainly connected with the ability to take
advantage of modern information and communication
technologies in the are of knowledge management. Within the
horizon of three years, companies plan to deal with
knowledge management far more intensively and also to
remove potential barriers of its introduction.
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Abstract - Over the recent years, the UK Healthcare sector has
been the prime focus of many reports and industrial surveys,
particularly in the field of software development and management
issues. This signals the importance of growing concerns regarding
quality issues in the Healthcare domain. In response to this, a new
tailored Healthcare Process Improvement (SPI) model is
proposed, which takes into consideration both signals from the
industry and insights from literature.

This paper discusses and outlines the development of a new
software process assessment and improvement model based on
ISO/IEC 15504-5 model. The proposed model will provide the
Healthcare sector with newly specific process practices that focus
on addressing current development concerns, standard
compliances and quality dimension requirements for this domain.

L INTRODUCTION

Software has become an important part of almost every
product being developed today. It is embedded in the
environment we live in and provides vital functions for our
welfare and safety. In an area such as Healthcare, software
plays a critical role in delivering safer care for patients and
improving job satisfaction for the frontline professionals.

In the past, the Healthcare industry has been put under the
microscope with some well-known software disasters caused
by poor design and implementation, for example: the Therac-
25 (a machine used in radiation therapy for cancer patients)
case which cost six people’s lives [1]. The high-profile London
Ambulance Service failure is merely the best-documented
among many other unsuccessful Healthcare IT projects the
designers of which failed to pay enough attention to the
impacts that the new software systems could bring to working
practices [2]. Today, the ongoing UK National Programme for
IT (NPAIT) project, branded as the World’s largest computer
project [3], has already faced many issues and challenges in
keeping up with the budget, timescale and technical
requirements, which are well documented in many recent
reports and studies [4-6].

A recent survey undertaken by the author suggests that
Healthcare development issues are not only attributable to the
size or the technical challenges, but more frequently down to
the management of software users, mainly in the areas which
require collaboration between supplier and customer, such as
requirement, change and implementation management
processes [7]. In addition, there are other issues ranging from
specific technical concerns such as security and interoperability
to wider organizational and people challenges [8]. These

elements in combination suggest that developing and
implementing Healthcare applications are extremely daunting
and in serious trouble [9].

Software quality can be enhanced or improved in a number
of ways. For example, it can be improved by carrying out
testing procedures or quality reviews which allow errors to be
eliminated at an early stage. Quality improvement is also
achievable by improving processes such that the generation of
errors can be avoided. This is where the Software Process
Improvement (SPI) approach comes into play, acknowledging
that the quality of a software system is greatly influenced by
the quality of the processes that produced it. There have been
over 1,000 studies on software process improvement in the
IEEE database to date. A search for “ISO/IEC 15504 resulted
in 4960 hits in June 2003 but increased to nearly 50,000 hits in
October 2005 [10]. The Software Engineering Institute also
reported 3,113 formal Capability Maturity Model (CMM)
appraisals carried out by 2,674 organizations world-wide for
the period April 2002 — December 2007 [11]. This substantial
increase in SPI awareness confirms the growth in interest and
adoption of these standards. As more organizations are
initiating SPI efforts for internal process improvement, SPI is
becoming a driving force in the global software industry [12].

With the complexity of patient care delivery, which
involves the coordination and management of a large number
of highly specialized, distributed personnel and information
from various sources, software practitioners must be careful
about oversimplifying the parallels between Healthcare and
manufacturing and other services industries [13]. Meeting the
challenges of ensuring high quality software product delivery
in the Healthcare environment will require innovative uses,
tailoring and customizations of existing SPI tools. A new SPI
model that can work seamlessly with improvements on current
management issues and at the same time incorporate industry
best practices to support Healthcare development requirements
is urgently needed.

The following sections explain the development processes
of the proposed Healthcare SPI model.

1. CURRENT SPI MODELS

Although SPI has become very popular amongst software
practitioners nowadays, it is a relatively new concept which
was only developed since the early 90s. Most ideas in SPI were
adopted from theories and methodologies for improving quality
in manufacturing systems by Demin, Crosby and Juran [14-16].
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This approach identifies best practices for the management of
software engineering and provides methods for assessing an
organization’s capability and maturity level. Currently, there
are two most commonly used models in the software industry:
the CMMI and the ISO/IEC 15504.

The Capability Maturity Model (CMM) was originally
developed for assessing the capability of the US Department of
Defence contractors, but it soon became a reference guide for
software process development improvement. The further
enhancement of the initial CMM were stopped and
development efforts were directed from 1998 onwards to the
Capability Maturity Model — Integrated [17]. Capability
Maturity Model Integration for Development (CMMI-DEV),
Version 1.2 is a continuation and update of CMMI [18]. The
Software Engineering Institute is now planning Version 1.3 of
the CMMI Product Suite which will likely be released in 2010.

ISO/IEC 15504, also called SPICE (Software Process
Improvement and Capability dEtermination), is a project
granted by the International Committee on Software
Engineering Standards ISO/IEC JTC 1/SC7. Its initial version,
Version 1.0, was released in 1995 as a Technical Report (draft
standard), which became the basis for the development of the
ISO/IEC TR 15504 released in 1998. The current version is
renamed to ISO/IEC 15504 which comprises of eight parts.
The next generation of SPICE will be replaced with the 31k
series of standards which is currently under development [19].
The acronym ‘SPICE’ is also extended to include ‘System,
Software and Service Process Improvement and Capability
dEtermination’.

Developing a new reference and assessment model from
scratch was not a viable option due to the substantial efforts
and resources that would be required. Looking at the ISO/IEC
15504 model elements as an example; it contains 48 process
dimensions with 9 associated process attributes together with
process outcomes, process definitions and work-product
characteristics — a total of around 1800 elements in the entire
model. The historic average development efforts for each
process are around 15-20 hours for two experienced developers
[20]. Therefore, selecting one of the existing process model as
a foundation that can be tailored, adapted and adopted quickly
would be a more practical approach. The table below explains
the similarities and differences between CMMI-DEV Verl.2
and ISO/IEC 15504-5 which will be used as the basis for base
model selection.

III. BASED MODEL SELECTION

As stated above, the new Healthcare SPI model would have
to be based upon existing process areas, base practices and
assessment components from either the CMMI or the ISO/IEC
15504-5 model. Selecting one model over another is very
challenging as they both offer similar results for process
improvement and process capability determination as shown in
Table 1. The authors used Halvorsen & Conradi’s taxonomy
combining with some additional related works [21, 22, 26-34]
to determine the differences and similarities dedicated to
CMMI and ISO/IEC 15504 from an array of different
characteristics. Furthermore, this analysis provides a structured
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comparison approach in selecting a model with regard to its
practicality (i.e. possibility to adapt within an appropriate
timeframe and resources) and its usability (i.e. can be adopted
easily understood easily by the users). It can also be used for
eliminating any personal preferences and subjective opinions
when selecting between SPI models.

The CMMI is no doubt the better known and most widely used
model world-wide for software process improvement and process
assessment. ISO/IEC 15504 is, however, gaining popularity in the
market place, which can be expected to affect the continuing
evolution of the CMMI. They are now both influencing each other
as they continue to evolve. For instance: ISO/IEC 15504 Part 10 is
currently under development to cover Safety issues which will be
equivalent to the +Safety Extension of CMMI-Dev Verl.2; CMMI
introduced its Continuous Constellation to offer the same
flexibility that ISO/IEC 15504 has; CMMI states in its own
specifications that “3.1.6 The CMMI Product Suite shall be
consistent and compatible with ISO/IEC 15504” [35]. Therefore, it
is of critical importance to recognise that both models should not
be seen as rivals, but rather as companions that will contribute to
the ongoing success of process improvement and assessment. The
following key criteria were the deciding factors for the base model
selection:

A.  Primary focus

The ISO/IEC 15504 model describes the terrain of software
process maturity from the perspective of the individual process
with its two-dimensional framework structure, hence “process
capability” is the main focus, whereas the CMMI provides a
roadmap for organizational improvement by arranging a set of
Key Process Areas for improvement for each maturity level,
and thus focuses more on organization maturity improvement.
As one of the main goals of the new model is to introduce
tailored best practices to overcome deficiencies in specific
Healthcare development and management process areas (e.g.
requirement management and implementation management),
“process” improvement focus is therefore more beneficial. This
difference in primary focus (organization vs. process) makes
the ISO 15504 model more favourable.

B.  Adaptability and extendibility

The current latest ISO/IEC 15504 standard allows
organizations to create or extend a new Process
Reference/Assessment Model as long as they meet the
conformance requirements from Part 2. This enables
organizations to select and tailor processes that are unique to
their way of conducting business from the exemplar model, the
ISO/IEC 15504-5, or even add a new process dimension from
other external process standard models such as the ISO/IEC
12207 in a relatively simple way. This idea has enabled a
number of industry-specific models to be generated at a large-
scale level (International Standards), for instance the
Automotive sector (Automotive SPICE) [24], the Aerospace
domain (SPICE for SPACE) [23]. Also at a smaller scale
(research project at PhD level), there was also a successful
attempt to adapt this model for the Tele-working development
environment [36]. This flexibility of ISO/IEC 15504 both in
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TABLE I
CMMI-DEV VERSION 1.2 VERSUS ISO/IEC 15504-5
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acteristic CMMI-Dev Version 1. ISO/IEC 15504-5
Scientific Total Quality Management and US Department of Defence | CMM model, Bootstrap model, Trillium model and the UK
Origin (DoD) appraisal standards. Ministry of Defence (MoD) standards.
Development Since 1986 Since early 1990s
Support The CMMI is actively sponsored by the US DoD with annual | Supported by the international community with a dedicated user
Software Engineering Process Group and CMMI conferences. forum (SPICE User Group) to assist, share and discuss technical
issues and all the latest developments and annual SPICE
conferences.
Motivation To evaluate contractors/bidders (Software Capability Evaluation) | To perform process improvement and capability determination.
and to guide and support a process improvement initiative.
Popularity Highest (especially in US and India) - The CMM was created | Growing.
first and reached critical 'market' share before ISO 15504 and
other models became available.
Assessment Organization maturity. Process maturity.
Improvement Top-down and Process instance. Process instance.
Initiation
Improvement Organization maturity. Suitable for large and process-centric | Process capability. Suitable to all type and size of organizations
Focus organizations. and can be adopted in a wide variety of domains [10].
Analysis Assessment questionnaires. Manual and automated.
Techniques
Documentation | Large - CMMI was invented to help military officers quickly | ISO/IEC 15504 is almost a third of the CMMI documentation. It
Size assess and describe contractors' abilities to deliver correct | is much shorter and simpler to understand.
software on time, and in this regard, it has been a great success.
However CMMI is not the answer for every organization. The
CMMI model document is over 700 pages and the SCAMPI is
just under 300 pages. It not only contains a vast amount of
information but it is also more complicated to understand
compared to other models. It is suitable for larger process-centric
organizations, the Staged Representation in particular. Its rigid
requirements for documentation and step-by-step progress make
it better suited to large organizations than to small [21].
Progression Staged and Continuous. Continuous (staged at process instance level).

Casual Relation

Key Process Areas (KPA) --> Maturity level.

Process attributes --> Capability level.

Comparative Yes, maturity level. Yes, maturity profile.
Process Process documentation, assessment result. Process profile, assessment record.
Artefacts
Public Free from SEI website. Must be purchased from ISO store.
Availability
Process In Staged representation: KPAs are a snapshot of the evolving | The evolution of processes from ad hoc to continuous
Evolution process. In Continuous representation: KPAs are described | improvement is fully described.
similarly to ISO/IEC 15504.
Capability 1-5 (Initial - Managed - Defined - Quantitatively Managed - | 0-5 (Incomplete - Performed - Managed - Established -
Level Optimizing) Predictable - Optimizing)

With the exception of Level 1, each Maturity Level is composed
of several KPAs, 22 in total. Each KPA is organized into five
sections called Common Features. The Common Features
specify the key practices that accomplish the goals of the KPA.

ISO/IEC 15504 is two-dimensional. One dimension consists of
Process Dimension - 48 processes in total that are grouped into
three categories and nine process groups. The second dimension
consists of the capability scale that is used to evaluate the process
capability (the Capability Level).

Process Rating

Each Specific Goal and / or Generic Goal is assessed using Not
Rated, Satisfied or Unsatisfied scale.

Each Process Attribute is assessed on a four-point (N-P-L-F) rating
scale: Not achieved (0 - 15%) - Partially achieved (>15% - 50%) -
Largely achieved (>50%- 85%) - Fully achieved (>85% - 100%).

ISO/IEC 15504 and CMMI have the ability to perform assessments rating ranging from one process in one project (Continuous
Representation for CMMI) to a complete organization-wide assessment (Staged Representation for CMMI). This means it is possible
to perform very fast and focus on very comprehensive assessment. In addition, they also have the ability to use the capability scale
independently of the process dimension to design higher capability business processes and provide a powerful business advantage.

Process
Implementation

CMMI provides a much greater level of details of the processes.
It describes sub-practices (i.e. defines typical work products),
which are implementation guidance under the specific practices.

SPICE specifies work products in a generic manner. For this
reason, they are consistently defined, but they are too generic to
be used without further professional knowledge or assistance.

CMMI gives more guidance and best practices for
implementation. Extensive guidance in the key practices and
subpractices provides significant help in understanding what a
key practice or goal means, although it is typically oriented
towards the practices of large organizations and projects in a
contracting environment.

SPICE is equipped with Process Reference Model (PRM) which
are primarily designed (with clear purpose and outcomes) to
guide users in what processes to implement. The models often
divide processes into groups, such as Supporting, Management,
and Engineering as a guide to users on the potentially related
processes. The PRM does not, however, describe HOW to
implement the processes but only WHAT to implement which
specifies by work product characteristic.
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Process areas of CMMI are closely related to the PRM described in ISO/IEC 15504-5. Generic goals and practices of CMMI are also
closely related to the Process Attributes described in ISO/IEC 15504-2. For this reason, any practitioner adequately implementing, for
example, the MAN 5. Risk Management Process in ISO/IEC 15504 could reasonably expect to have satisfied the [RSKM] Risk

Management key process area in the Software CMM.

disciplines or focus areas. This is one of the major criticisms of
the existing SW-CMM, which stems from the fact that it was
targeted at large organizations such as defence contractors and
had very little means for adaptation to the environments and
goals of smaller companies or organizations. The CMMI is not

Maturity Level | The mapping from each Specific and generic Practices for each Process Area of the CMMI can be compared to the outcomes and
Mapping process attributes of the ISO 15504 processes. This mapping can provide evidence that the results of a CMMI Staged model
assessment can cover the ISO 15504 process capability [22].
CMMI Maturity Level (ML) 2 =1SO 15504 Process Attributes (PA) 1.1,2.1,2.2.
ML3=PA 1.1,2.1,2.2,3.1,3.2.
ML4=PA1.1,2.1,2.2,3.1,3.2,4.1,4.2.
MLS5 = All 9 PAs.
Organization Established based upon the Staged Representation and measured | Established based upon assessed profiles of Process Capability
Capability by Maturity Level. It is more explicit than that described in | (ISO/IEC 15504 Part 7). It can be intuitively understood by
ISO/IEC 15504. looking at the organizational processes, the process attributes,
and their dependencies. There is not presently a clear distinction
between Organization Maturity and process capability [10].
Adaptability / Limited - Hard to adapt, little flexibility [22]. It may be difficult | Adding processes and integrating with other models is a
Extendibility for the non-expert to extend the CMMI principles to new | relatively straightforward definition, with the application of the

capability dimension for rating the processes. A fundamental
idea behind this standard is that reference/assessment models
may be generated according to certain criteria and may thus be
used instead of the example Process Assessment Model (PAM)
exemplar model contained in Part 5. In another words, it allows

an easy standard [21].

model developers to design different PAM using the same PRM,
as long as they meet the conformance requirements from Part 2.
This idea enables industry-specific models to be generated
without starting from scratch, hence, it offers flexibility for
tailoring to suit particular industry and business. E.g. SPICE for
SPACE previously used ISO/IEC TR 15504-2:1998 PRM and
added Space industry specific extensions [23]. Other major
sectors such as Automotive [24] and Medical Device industries
are also leading the way with industry relevant variant standards.

terms of process coverage and assessment scope, plus its
adaptability to specific industries, is a strong advantage over
other standards [21].

Once again, both models are conceptually compatible and
have the same fundamental philosophy in process improvement
and process assessment, thus deciding which one is better was
not the main purpose of this study. However, when putting
them into the context of our research work, i.e. to select a
model that “best serves Healthcare industry’s current
development and management concerns” and “best support
model developer’s goal”, the ISO/IEC 15504-5 was the most
suitable one.

Iv. DEVELOPMENT REQUIREMENTS FOR HEALTHCARE SPI
MODEL

As in previous studies [7,8], the authors have highlighted
the development and management challenges facing the
Healthcare sector, which consequently influenced the decision
to develop a new SPI model by adopting ISO/IEC 15504-5 as
the based model. In line with this, detailed requirements for the
new model were defined, covering both functional and non-
functional aspects. A new tailored process improvement model
should:

a. accommodate specific UK Healthcare quality
dimension requirements, i.e. patient-centred
design, safety and confidentiality;

b. adhere to minimum UK Healthcare standard
requirements, i.e. clinical standards (Common
User Interface, Clinical Safety Management
standard), risk & security standards (Evaluation
Assurance Level, CRAMM);

c. provide coverage of additional software
development practices for critical areas such as:
requirement management, risk/change control
process and customer-supplier implementation
management processes;

d. be generic enough to be widely applicable (e.g. for
all organization sizes) but specific enough to be

useful (e.g. introduction of new tailored best
practices to comply with UK Healthcare
standards);

e. be timely in its development.

These requirements should, therefore, be the main focus for
the development of the Healthcare SPI model. Fig. 1 elaborates
on the specific Healthcare software quality dimension in
combination with particular Healthcare standards and
guidelines to provide inputs for the new model development.
For example: Usability features of all UK National Health
Service (NHS) clinical applications should be designed to
adhere to the Common User Interface guideline, requiring
software suppliers to comply in the early requirement
elicitation process; or strict Training guidelines for training and
coaching software users. Current models, ISO/IEC 15504-5

www.manaraa.



A SUITABLE SOFTWARE PROCESS IMPROVEMENT MODEL 171

and CMMI, do not cover such specific areas; hence, the
success of the projects can be hindered as a consequence. ZPRIMARY SUPPORTING ORGANIZATIONAL
Process improvement and assessment methods must now be Life Cycle Processes Il‘)lrf:cgsyscel:
extended to incorporate customers’ preferences, sector

standards requirement and sector best practices to be more
effective.

The inputs in Fig. 1 indicate minimum quality expectations
for new applications from the UK Healthcare software
acquirers. The new Healthcare SPI model will need to
incorporate such requirements into its new tailored key process
areas and best practices to enhance software development
processes. Quality software is defined as software that meets its
functional as well as non-functional requirements (e.g. SUP.10
usability, interoperability, etc.) within budget and timescale,
but in the Healthcare setting, it must also conform to specific
standards.

Apart from integrating Healthcare quality requirements and
existing standards conformance, the new SPI model will need
to extend and/or adapt existing practices to address current
Healthcare development concerns. For this reason, the outputs
from Fig. 1 identify requirements for the new Healthcare SPI
model which assist the authors to set priorities and to limit the
development  scope.  Customer-supplier ~ management; Tailored Healthcare
Requirement management; Security requirement; Safety PA
management; Risk & change management and implementation
management will be the main areas for development, illustrated Fig. 2. Proposed Healthcare SPI model structure based on ISO/IEC 15504-5
in Fig. 1.

Life Cycle Processes

V. CONCLUSIONS AND FUTURE WORK

———— As UK is leading the world in Healthcare IT investment,
LI everyone is watching its Healthcare system being transformed
and supported by a range of new ICT systems. Failure to
provide high quality software systems despite vast spending

N will have negative impacts on the UK’s reputation, but more
Evaluation Programme } Requirement management seriously, losing taxpayers’ confidence means there will be less
¢ support for similar future IT investment projects. At the same
time, increasing software’s functionalities and dependencies
can also increases the significance of software quality
enormously. As a result, having the right tool to ensure high
quality products is imperative as poorly designed or
implemented software in this environment can lead to financial
losses and, more importantly place people’s lives at risk.
Whilst current SPI models cover the whole software
production process, the new Healthcare SPI model heavily
concentrates on those sub-processes that directly impact the
success of Healthcare software such as requirements
management, risk management and change control. This new
model will also incorporate Healthcare standards and its critical

linical Stakeholder
Management & ---->
Communications

Common User Interface

Evaluation Assurance
Lovel

Clinical Safoty
Management System

----» QL L

2

Implementation Toolkit 14

NRK

National Standard for

implementation : quality dimension requirement, with a prime focus on the UK,
ameaeesenice into ISO/IEC 15504-5 model to improve software houses’s
o internal processes. It will further provide assessment
" mechanisms that enable software acquirers to measure and
) . , evaluate their software suppliers to ensure the final product
Input Output meets its agreed expectations and standards compliances.
(Healthcare Industry Standards, tices & quality (Core E di i

Our plan is to develop and tailor the first 12 processes by
end of 2009 (see Fig. 2). The remaining two processes, Safety
management and Safety engineering, will follow after the
official release of ISO/IEC 15504 Part 10 Safety extension.

Fig. 1. Development requirements for the Healthcare SPI model
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Abstract - Free and open source software (FOSS) movement
essentially arises like answer to the evolution occurred in the
market from the software, characterized by the closing of the
source code. Furthermore, some FOSS characteristics, such as
(1) the advance of this movement and (2) the attractiveness that
contributes the voluntary and cooperative work, have increased
the interest of the users towards free software. Traditionally,
research in FOSS has focused on identifying individual personal
motives for participating in the development of a FOSS project,
analyzing specific FOSS solutions, or the FOSS movement itself.
Nevertheless, the advantages of the FOSS for users and the
effect of the demographic dimensions on user acceptance for
FOSS have been two research topics with little attention.
Specifically, this paper’s aim is to focus on the influence of the
users’ age with FOSS the FOSS acceptance. Based on the
literature, users” age is an essential demographic dimension for
explaining the Information Systems acceptance. With this
purpose, the authors have developed a research model based on
the Technological Acceptance Model (TAM).

I. INTRODUCTION

From a professional, academic, business and political standpoint,
few topics are as current as the development and implementation of
free and open source software (FOSS). The changes introduced by
FOSS in the software industry have been surprising, and represent a
radical change of perspective in developmental business models and
software distribution. This change has turned FOSS into one of the
most debated topics among software users and analysts [1].

In recent years, FOSS use has rapidly grown among
organizations and users, thanks to the advantages that it offers when
compared to proprietary software [2]. As a consequence of its
evolution, a great amount of research has been done on FOSS.
Traditionally, this research has focused on, either the identification
of the personal motives of the people who participate in the
development of an FOSS project [3] [4] [5] [6] [7], the analysis of
specific solutions that are developed by the FOSS movement [8] [9]
[10] [11] [12], or on the FOSS movement, itself [13] [14] [15] [16]
(11171 [18][19][20] [21].

However, the profile of the FOSS user or the influence of the
demographic dimensions the acceptance towards this software
solution has received very little attention. For this reason, our
purpose is to analyze the effect of the user” age on the acceptance
for FOSS. User’ age is one of the essential demographic

dimensions for explaining the Information Systems acceptance. For
this development, we have considered the Technology Acceptance
Model (TAM) [22] which provides the theoretical and
methodological framework capable of explaining the acceptance for
FOSS. With this objective in mind, we have carried out a study on
users of the Linux operating system. We consider that the TAM
application for users of the Linux Operative System serves as a
representative sample of potential FOSS users. Thus, we understand
that the conclusions reached from our specific study will allow to
uncover the factors that influence user acceptance of any technology
based on FOSS.

1L TAM METHODOLOGY AND HYPOTHESIS.

The TAM model developed by [22] has been widely applied with
the purpose of understanding the conduct and motivational factors
that influence Information Systems and Technologies (IS/IT)
adoption and use. Just as [23] indicate, only ten years after the model
publication, the Social Science Citation Index listed more than four-
hundred articles that had cited both articles which introduced TAM
methodology, [22] and [24]. Since then, the model has become well
established as a powerful and efficient tool for predicting user
acceptance.

The TAM model is an adaptation of the Theory of Reasoned
Action (TRA) proposed by [25] to explain and predict the behavior
of organizational members in specific situations. TAM adapts the
TRA model to provide evidence for the general factors that
influence IS/IT acceptance in order to help determine user behavior
towards a specific IS/IT. This powerful model allows for a contrast
in behavior on the part of the user and is based on four fundamental
variables or constructs which are: perceived usefulness (PU),
perceived ease of use (PEU), intention to use (IU) and usage
behavior (UB).

Independent of the internal constructs of the TAM model, FOSS
users consider that the acceptance for FOSS is influenced by some
external variables. Therefore, our goal is to identify the external
constructs that influence the intention of use a FOSS solution. With
this objective in mind, we have taken as a reference the study
elaborated previously by the authors [26]. Based on this work, we
consider suitable to include four external constructs to the TAM
model. These variables are: system capability (SC), software
flexibility (SF), software quality (SQ) and social influence (SI).

173

T. Sobh, K. Elleithy (eds.), Innovations in Computing Sciences and Software Engineering,
DOI 10:1007/978-90-481-9112-3 294© Springer Science+Business Media B.V. 2010

www.manaraa.



174

In a same way, based on the TAM model proposed by [26] about
FOSS usage behavior, we formulate an acceptance model that was
validated in the cited work with a sample with 347 Linux users. This
model explains the user behavior for FOSS solutions in a 39.1%
(Fig. 1). We asked to the users of the sample how old are they for
completing our study.

Perceived
usefulness
R?=0.752

A

0.369" (t=5.424)

0374
(t=2.888)

Usage behaviour
R?=0.391

Intention to use
R?=0.676

0.156"
(t=1.986)

Perceived ease
of use
R?=0.481

0.613"" (t=6.206)

Fig. 1. Reduced research model. Source: [26]

Age has been considered as one of the demographic variables that
influences the acceptation of a technology. Its influence is connected
with beliefs about the use of the system and attitudes towards its use
[27]. Hence, studies such as [28] found that there was a negative
connection between the users: age and their technological
acceptation. Meanwhile, the study carried out by [29] clearly
showed the negative influence of age in the ease of use. In this same
line, [30] made it plain that the first to adopt a new technology tend
to be the Young. With the aim of determining the influence of age in
the adopting a FOSS solution, we put forward the following
hypotheses:

Hypothesis 1 (H1): The user’s age has a negative effect on
Perceived Usefulness of an FOSS solution

Hypothesis 2 (H2): the user’s age has a negative effect on
Perceived Ease of Use of an FOSS solution

Hypothesis 3 (H3): the user’s age has a negative effect on
Intention to Use of an FOSS solution

Hypothesis 4 (H4): the user’s age has a negative effect on User
Behavior of an FOSS solution

1II. SAMPLE INFORMATION AND PRELIMINARY ANALYSIS

We have selected Linux FOSS users for the sample of our study.
We understand that these users are a representation of all FOSS
users, and the results obtained could extrapolate any solution based
on FOSS. In this sense, we turned to The Linux Counter website,
where we were able to access the contact information of the users
that were registered in the website. The information provided to us
happened to be organized by geographic areas. We selected the
European countries which tended to have a higher number of
registered users. Within each area, the selection made was
completely at random. A total of 1,736 study invitations were sent
out by electronic mail to registered Linux users in eleven different
European countries. In the end, we received 363 survey responses.
Of those, 347 were complete and valid for our study. This number
represents a response rate of twenty percent.

GALLEGO AND BUENO

In order to measure each one the variables included in the TAM
model developed for our study, we carried out a review of the
literature that allowed to identify items for each one of the
constructs. The survey and the selection of the sample used for the
study already were validated [26].

In order to cover the main objective of this study, the users of the
sample indicated their age. The feedback obtained allows realizing a
descriptive analysis about the age of the FOSS users’ and classifying
the sample in seven categories of users (see Table I). Besides, we
have could can observe that the average age of FOSS user is 34
years old. This data shows the maturity of FOSS users towards this
type of technology.

TABLE 1
DESCRIPTIVE ANALYSIS

Mean S.D. Categories Nur.nl.)er of
participants

Less than 20 years 15

Between 21 and 25 49

Between 26 and 30 72

34 10.84 Between 31 and 35 64

Between 36 and 40 48

Between 41 and 45 28

More than 45 61

Iv. ANALYSIS AND FINDINGS

In order to agree upon all the hypotheses collected in the research
model, a causal analysis have been developed. The research models
were tested by structural equation modeling (SEM) using Lisrel 8.51
with maximum-likelihood estimation. The parameters that represent
the regression coefficients among the constructs are indicated with
the symbol vy if the relationship it represents is between an
independent construct and a dependent one. If the relationship
established is between two dependent constructs, it is indicated with
the symbol f.

PEU =y, SC+1vy,SI+SFy; +¢
PU=v,SQ+SC s+ Slys+ B PEU +¢,
IU =B, PEU + B;PU + &;
UB=p,IU+Bs PU + ¢4

For the Lisrel, we were able to prove how the model very
adequately explains the variance in the perceived ease of use
(R*=0,481), perceived usefulness (R?=0,752), intention to use
(R=0,676) and usage behavior (R’=0,391) [26]. Based on these
findings, we have developed a causal analysis to each group of user.
After, we will compare the findings. The comparison analysis will
allow to obtain significant discussions about the influence of the age
of the users with respect FOSS acceptance. We also use Lisrel 8.51
with maximum-likelihood estimation.

V. RESEARCH MODEL TEST

The user’s demographics dimensions have generally a positive or
negative effect on the perceptions and attitudes towards the use of a
certain type of technology. In our particular research, we want to test
the negative influence of the user’s age on FOSS on perceived ease
of use (H1), perceived usefulness (H2), intention to use (H3) and
usage behavior (H4).
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In order to test satisfactorily all the hypotheses, we have divided the
sample in two sub-samples (see Table II), users who are 30 years
old or less (A-1) and those who are over 30 years old (A-2). This
decision is adopted to obtain sufficiently wide sub-samples for
reaching estimations of the regression equations with the software
Lisrel [30].

TABLE II
MODEL HYPOTHESES CONTRAST

Interval of year  Relationship  yorf  t-student R2 R2

SC— PEU 0.305 4.084

SI— PEU 0.0774 1.070 0.506  0.481
SF— PEU 0.123 3.047
PEU— PU 0.194 0.931
S PU 0.506 3.623

Users who are 30 g 0.657  0.752
years old or less SC— PU 0.305 1.681
SI— PU 0.167 1.362

PEU — UB 0.606 3912 0624 0676
PU —» UB 0.364 4.831

PU - IU 0.481 4.723 0469 0391
- UB—IU 0.0939 0.749
SC— PEU 0.628 4.385

SI— PEU 0.0324 0.742 0.467  0.481
SF— PEU 0.108 2.447
PEU— PU 0.447 2.797
SQ—PU 0.910 4.462

User over 30 years 0.859  0.752
old SC— PU 0.135 0.486
SI— PU 0.0376 0.636
PEU —» UB 0.598 4.467

0.686 0.676
PU - UB 0.460 5.565

PU - IU 0.243 2.603 0320 0391
AU— IU 0.221 2.148

With respect to the users- age, the sub-group formed by younger
users (A-1), perceived more ease of use (0.506) and usage behavior
(0.469) than the older users (A-2: 0.467 and 0.320 respectively).
According to these findings (Table III), hypotheses H1 y H4 are
significantly tested. Regarding perceived usefulness, older users (A-
2) perceive more usefulness (0.859) than younger users (0.657). In
this respect, hypothesis H2 has not been tested significantly.

Finally, with respect to hypothesis H3, which defines the negative
effect of the users’ ages on the intention to use an FOSS solution, we
can’t accept it. In this respect, the hypothesis H3 has not been tested
significantly. Nevertheless, based on these findings, we can’t state
that the user’s age has a positive effect on the intention to use an
FOSS solution. We can only confirm that these relationships aren’t
positive or a significant difference doesn’t exist.

VL DISCUSSIONS

Even though research on FOSS has proliferated in recent years,
the acceptance of this type of technological solution on behalf of the

users had not been tackled. Thus, the main objective that we pose
with this research is to analyze the influence of the age of the user
with the acceptance towards FOSS. With this aim, we have
formulated a Technology Acceptance Model based on a previous
study of the authors. Besides, we have identified relevant
discussions about the influence of the age of the user with the FOSS
acceptance.

First, we have observed the particularity of FOSS. Specifically,
the positive relationship between the age of the user and perceived
ease of use for FOSS (H1) and user behavior (H4) has been tested
significantly. Nevertheless, there aren’t significant differences about
the perception of usefulness and the age of the user (hypotheses H2).

Second, with these findings we cannot affirm that exist negative
relationships with respect the intention to use of a FOSS solution
with the age of the user. For that, these findings show the
particularity of the FOSS movement.

Thirds, based on the findings, we can affirm that the FOSS
governmental organizations and developers must favorer the flow of
FOSS information for fomenting the use of these solutions. With
this in mind, we think that the efforts of organizations for increasing
the number of FOSS users must be orientated to young people.
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Abstract:  Evolutionary learning and tuning
mechanism to fuzzy systems is the main concern to
researchers in the filed. The optimized final
performance on the fuzzy system is dependent on the
ability of the system to find the best optimized rule-
set(s) as well as the optimized fuzzy variable definition.
This paper proposes a mechanism of selection and
optimization of fuzzy variables termed as “Fuzzimetric
Arcs” and then discusses how this mechanism can
become a standard of selection and optimization of
fuzzy set shapes to tune the performance of GFS.
Genetic algorithm is the technique that can be utilized
to alter/modify the initial shape of fuzzy sets using two
main  operators (Crossover and  Mutation).
Optimization of rule-set(s) is mainly dependent on the
measurement of fitness factor and the level of deviation
from fitness factor.

Keywords: Fuzzy systems, GFS, Genetic algorithm,
Fuzzimetric Arcs, learning and tuning.

1. INTRODUCTION

Hybridization of Fuzzy logic and genetic algorithm are
becoming popular among researchers in the field. The main
objective is to achieve means for decision making in the
same manner that human brain employ in the process of
decision making. As such it can provide a translation of the
qualitative abilities of the human brain into quantitative
functions. Fuzzy system is the main mechanism allowing
the achievement of this objective. However, such
mechanism would require an optimization/tuning technique
to achieve the adaptability to the environmental changes to
the system. Evolutionary systems is usually a term that has
resulted from such hybridization where fuzzy systems deal
with the uncertainty part and Genetic algorithm deals with
the optimization and tuning part. Herrera [1] reviewed the
research trends in such systems in more details, where a
clear differentiation between the approach areas of learning
and tuning mechanisms has been explained. Yun et al [2]
proposed some genetic algorithms with adaptive abilities.
Crossover and mutation operators of genetic algorithms
were used for constructing the adaptive abilities. These
algorithms can regulate the rates of crossover and mutation
operators during their search process. A good introduction
to the applicability of genetic algorithms to fuzzy systems
was also written by Herrera et al [3, 4].

This paper introduces the notation of “Fuzzimetric Arcs”
mainly as selection and tuning mechanism of fuzzy set

shape (Fuzzy variable definition) where crossover and
mutation operators used to adapt/tune the fuzzy set shape
to achieve optimality of the system. Fuzzimetric Arcs was
introduced as a concept by Kouatli et al [5, 6]. However,
this paper explains how this concept can be utilized as part
of Evolutionary mechanism of GFS. A good illustrative
decision making example of how to use Fuzzimetric Arcs
can be found in Kouatli [7] where a financial example of
whether or not to buy bonds using interest rates as input
and bond price as the output of the system. Proposal of
implementing such concept in a form of generic inference
tool is currently under consideration and termed as FIE
“Fuzzy Inference Engine” [8] where the objective is to
build a generic fuzzy inference engine with built-in ability
of Fuzzimetric Arcs utilization.

1. FUZZIMETRIC ARCS AND GFS

Fuzzimetric Arcs is a methodology/tool for a simple
universe partitioning technique as well as a methodology
for the selection of the optimum shape of the fuzzy sets for
the fuzzy variables to be developed. Each arc is mainly
composed of three quarters of a trigonometric circle,
which has a radius of absolute value of unity. Then the
main fuzzy variables zero, Small, Medium and Big of any
system may be represented on this arc, which may
encompass positive and/or negative values forming the
process of partitioning. Hence, for positive values, the
members of the universe that belong to the fuzzy variable
Positive Zero (PO) for example, would carry a
membership value of unity (cos 0 = sin (n/2 — 0) = 1) for
the member zero which decreases gradually for the rest of
the members until the start of the second quarter of the arc
is reached (Fig. 1).

n
Ps F Pz FM FB
e 3@0
‘ Tniverse
—
B
() )

Figure 1: (a) Positive Fuzzimetric Arc
(b} Spread of Fuzey Variables on the membership-Tniverse axes

Similarly, the Positive Small (PS) fuzzy variable should
carry a non-zero membership value for any member that
lies in the range of 0° to 180° on the arc where a
membership value of unity (sin 7/2) should be at the start
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of the second quarter of the arc. The members that belong
to the fuzzy variable Positive Medium (PM) have a non-
zero membership value in the range of 90° to 270° on the
arc. The final fuzzy variable Positive Big (PB) would
covers all the members that lie in the range of 180° to 270°
where the largest member in the universe should have a
unity membership value, i.e. |sin(3n/2)|. Hence, the fuzzy
variables will be defined as:

PO =[sin(m/2 —x)| for 0 <x<m/2
= otherwise

PS = [sin(x)| for0<x<m
= otherwise

PM = [sin(m/2 — x)| for m/2 <x <3m/2
=0 otherwise

PB = [sin(x)| for m <x <3m/2
=0 otherwise

Infinity is assumed at any value greater than the maximum
value of Positive Big.

PS NS
PM Np iy NM
—p
PB NB
(a)

N
NB NM NS Pp PS PM PB

»
L

Universe

(b)

Figure 2: Fuzzimetric Arcs Negative and Positive sections.

Similarly the negative fuzzy variables may be defined in
the same manner but in a different direction, i.e. counter-
clockwise for the positive direction and clockwise for the
negative direction. The zero level may then be shared
between the two arcs (Fig. 2). Discretization of the
universe in this way will assign a certain number of
degrees of the arcs for each member. As an example,
assuming a universe of real numbers in the range of -9 to
+9, the universe should be assigned segments of 30° per
member (+270/9 and —270/9), where infinity is assumed to
be the values beyond the extremes. Table 1 shows the
partitioned fuzzy variables with their corresponding

assigned membership value for each member of the
universe.

Some of the characteristics of the fuzzimetric arc are that
some of the trigonometric formulae may be used to define
fuzzy variables that lie between two adjacent sets, for
example:

+BZS = PO* + PS? where PO* + PS*=1, 0° <x < 90°
+BSM = PS” + PM” where PS* + PM” = 1, 90° <x< 180°
+ BMB = PM*+PB? where PM? + PB? =1, 180° <x< 270°
Similarly:

— BZS =NO*NS” where NO*+NS’ =1, 0° <x <—90°

— BSM =NS**NM? where NS> NM?*=1, —90°<x< —180°
—~BMB=NM*+NB?where NM*+NB? =1, —180°<x<—270°
Where:

+BZS = Between zero and Positive Small.

+BSM = Between Positive Small and Positive Medium
+BMB = Between Positive Medium and Positive Big
—BZS =Between Zero and Negative Small.
—BSM=Between Negative Small and Negative Medium.
—BMB = Between Negative Medium and Negative Big.

Thus, with the help of Fuzzimetric Arcs, it is possible to
assemble another type of linguistic hedge from two
adjacent sets.

If a trapezoidal shape was considered appropriate for the
process, then the following relationship should be applied
to the fuzzy variables:

arcsin (fuzzy vainable)
t

p=

=1forp>1

Where the fuzzy variable is any of PO, PS... etc. The t
parameter is the shape alternation factor (Mutation factor)
in the range of 0<t<90.

TABLE 1
FUZZY VARIABLE DEFINITIONS
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A special case is when ¢ = 90 which produces a triangular
shape. If the value is greater than 90, a triangular shape of
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the fuzzy set would result in which the maximum value of
membership is less than unity (Fig. 3). Thus altering the
value of parameter t in Equation (1) would result in a
different representation of fuzzy sets. This is useful when
automatic search for the optimum shape of the fuzzy set is
required.

As described so far, “Fuzzimetric Arcs” provides a
systematic selection mechanism where the selection
“fitness” factor may determine the final shape of the fuzzy
set. Moreover, Fuzzimetric Arcs allow a mutation of the
fuzzy sets by altering the range where the fuzzy set can be
defined. For example assuming 50% mutation would result
in an original initial selection of sin wave for the 1% half of
the fuzzy set and a “mutated” 2™ half of the fuzzy set
which might be half triangular, trapezoidal...etc. Figure
4(a) shows samples of possible 50% mutation combination
between different forms of fuzzy set shapes using equation
(1). Figure 4 (b) shows an UML notation example of fuzzy
variable(shape definition) where the attributes are t,
mutation, and angle with two methods select() (selecting
sine, trapezoidal, triangular) and mutate(), providing the
definition of mutated fuzzy set shape.

Universe

Fig. 3 Fuzzy shape of the fuzzy sets; (a) sin wave, (b)
trapezoidal (U arcsine (sin x)/t where t<90), (c) Special
case when t = 90, (d) t>90.

III. FUZZY INFERENCE ENGINE (FIE) USING
FUZZIMETRIC ARCS AS THE DESIGN STRUCTURE

As this paper proposes to build a specialized type of
generic inference engine using Fuzzimetric Arcs principle,
such system will be termed as FIE (Fuzzy inference
Engine) where it is composed of 3 main components.
These components are: The fuzzification component, the
knowledge component and the Inference/De-fuzzification
component.

The first component uses Fuzzimetric Arcs as a genetic
modification mechanism to find the optimum fuzzy set
shape where crossover and mutation operators may be
utilized. The second component will use a Knowledge
search mechanism to find the trend in the rule-set(s)
structure where crossover operator and fitness factor value
will play the main role of defining rules suitability. The
third component will measure the final performance of the

system (after inference) and then decide upon the
suitability of rule-set(s) using Cross-over/Fitness factor
deviation from desired values and/or Fuzzy set shapes
tuning using Crossover and mutation operators. This
component will also be responsible for de-fuzzification
procedure of the final output(s). Figure 5 below shows the
schematic FIE structure in a form of three main
components.

II.1. FUZZIFICATION COMPONENT

As mentioned in earlier section fuzzification process is
dependent on Fuzzimetric Arcs principle as described
above. This can be explained in the following steps:

Step1: Initial selection of Fuzzy variables using the above
reviewed Fuzzimetric Arcs principle

a) Find out the range the system would
work under (descretization Range). This can be achieved
by subtracting the highest possible value form the
minimum one

b) Calculate the scaling factors for each of
the inputs and outputs.

¢) Selection of good initialized “genes” of

fuzzy variables (fuzzy set shapes) using Fuzzimetric Arcs
standard as  explained  earlier = without any
mutation/crossover with a default angle value of 30° (for
example) which discretize the universe to 10 different
levels. This has to be accomplished for each of the input(s)
and output(s).
Step 2: Crossover and mutation operations of fuzzy sets
(variables) are dependent on the third component after
inferring the results and measuring the fitness factor
deviation.

Figure 4(a) Samples of possible mutations using fuzzimetric arcs and equation
(1) with 50% mutation (exact half of fuzzv set).

I) Mutation of Trapezoidal (left section) and Sin wave

II)  Mutation of Trapezoidal (Right section) and sin wave

Iy  Mutation of Triangular (t=90) and Trapezoidal (left section)

IV)  Mutation of Triangular (t=90) and Trapezoidal (right section)
Furzy Variable
Value=
Angle=
T=
Mutation=
Chromosome=
Fitness ()
Select();
Mutate();
Crossover();
Figure 4(b) Fuzzy Variable can now be represented in a form of an object with
attributes and operations as shown.
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III.2. KNOWLEDGE/RULE-SETS DEFINITION
COMPONENT

This component describes the behavior (collection of if-
Then statements) of the system representing the
knowledge of the system. Unfortunately there is no
standard manual procedure for developing algorithms and
therefore the rules must be developed from a priori
knowledge of the system. Extraction of the knowledge and
representing it in algorithmic form is mainly regarded as
knowledge engineering, which is gained through
communication with human experts. However, by using
the concept of Fuzzimetric Arcs together with the concept
of multivariable structure proposed by Kouatli [9] can be
utilized as a methodology to standardize on rule-
set/knowledge extraction where the effect of each of the
input(s) to the output(s) of the multi-variable system is
treated as separate rule-set modules. Collection of those
rule-set modules into one coherent structure of rule-set can
be accomplished using weighting factor (a factor to
measure the importance level of a specific input). More
details can be found in Kouatli [9] which is beyond the
scope of this paper.

Fuzzification Component

Tnitialize fuzzy set
shapes
Difine Weights for
npuls.
7
.)’"'
(JD'
Define the knowledge
ofthe system (fazzy
Rude- st
S— g
— —

|
* : Qutput
| Fuzzy Inference ™ Defuzzfication i'—la

Inference/De-fuzzification Component

Knowledge
Component

/- el
/b

Diefeation of fuzzy
vasithles

[t

Fignre §; Comp of FIE.

In GFS, different researchers used different terminology
when describing chromosomes to resembles the GFS. For
example, Shi et al [10] assumed that a chromosome
represent the whole rule-set (Pittsburgh approach), while
Kovacs [11] assumed that a chromosome is a behavior
description of single rule (Michigan approach). A full
study of using the different terminology can be found in
[1]. In this paper and in resemblance to biological context,
the following definitions will be adopted:

Definition 1: A Gene: is a specific rule composed of one
of the inputs (IF part of the rule) and one of the outputs
(THEN part of the rule). The arrangement method of
multiple genes resembles the fuzzy-DNA.

Definition 2: A Chromosome: is a collection of the genes
in_a_specific_manner. It _is_composed._of rule-set that

describe the behavior of a specific input with a specific
output.

Definition 3: A Cell: is a collection of multiple
chromosomes (Rule-sets in case of MIMO) that describes
the behavior of the whole system. In this case, coherent
combinations of individual chromosomes (rule-sets) of
each of inputs and outputs can be achieved using the
multivariable technique described in [9] by using input
importance weighting factor. In case of Single-input-
single-output system (SISO), then a cell (behavior of the
whole system) is composed of only one chromosome.

Completeness and consistency of the chromosomes (Rule-
set(s) is important to achieve an efficient system, i.e. it is
important that the rule-set covers all possible combinations
of the input and output variables. It is also vital to
eliminate and replace any contradiction in some of the
rules in that rule-set. For example, in case of Single-input-
Single-Output system (SISO) in conjunction with
Fuzzimetric Arcs (four basic variables), the total number
of rules required is four rules covering all possible input
values to the system. This can be calculated using the
general formula:

Number of genes (Rules)= 4*N*M

where N=number of inputs in the system.
=number of outputs to the system

In case of SISO N=1 and M=1, hence total number of
genes=4 in a single chromosome.

In case of MIMO (say N=2 inputs and M=2 outputs), the
final cell (description of the whole system) represented in
total number of 4 chromosomes, each of which described
in 4 different genes.

The genes can be combined to generate a chromosome
which may describe a linear or non-linear relationship with
the output, and in the case of linear relation, the input(s)
could be either directly proportional or inversely
proportional with the output(s). Fig 6 shows examples of
different possibilities of rule-set definitions.

If nput 1=P0 Then outprd 1=P0 [f input 1=P0 Then outprd 1=PL
[f moput 1=PS Then output 1FS I{input 1=PS Then output 1=Ph
[f input 1=PM Then output 1=PM If nput 1=PM Then outpd 1=PS
[f input 1=PL Then output 1=PL [f mput [=PL Then output 1=P0

(¢) Linear durectly proportional rule-set, (4) Linear tnversly proportsonal rule-set

[finput 1=P0 Then outyt 1=P
[finput 1=FS Then oufput 1=FM
If input 1=FM Thenoutput [=FS
[f input 1=PL Then output 1=PS
() Non-linear rule-set

Figf; Examples of Lineat and non-linear rule-sets
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II1.3. FUZZY INFERENCE AND DE-FUZZIFICATION
COMPONENT

Using the Multivariable structure described above, the
final inference value (optimum) is dependent on the fitness
factor value. In brief, the following steps ( as described in
figure 7)

Stepl- starts with the default initializations of fuzzy sets
and rule-set.

Step 2- Fuzzify fuzzy variables
Step 3- Infer decision (Output)

Step 4- Measure fitness factor (if actual values equal to the
output values then stop) otherwise,

Step5- Check if fuzzy set selection is appropriate (Mutate
or crossover when necessary)

Step 6- Check if rule-set chosen is appropriate.
Step 7- modify as applicable and repeat from step 4.

Initial selection: Rule
set & Frzzy sets

Adjust values

Ratle set Nao Use
Crossover to
wi alter rules
Mo Inlutatelcrossover
Fuzzy sets
(fuzzimetnic Arcs)

No
F Optimum values
* =a§? » found
Figure, 7 Mechanism of GFA

IV. CONCLUSION

This paper provides a guidance of using genetic algorithm
by using a technique termed as “Fuzzimetric Arcs” as a
process to tune GFS by altering and optimizing the fuzzy

set shape (Fuzzy variable definition) by using two main
operators Crossover and Mutation. The effect of this
optimization reflected on the GFS performance level.
Moreover, tuning of the rule set(s) that describes the
behavior of the system can be accomplished by measuring
the deviation from the Fitness factor level. The proposed
technique/mechanism can be easily incorporated into GFS
and provide a possible standardization of selection and
tuning of fuzzy set shapes.
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Human-Computer Interaction
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Abstract- A three-electrode human-computer interaction
system, based on digital processing of the Electromyogram
(EMG) signal, is presented. This system can effectively help
disabled individuals paralyzed from the neck down to interact
with computers or communicate with people through computers
using point-and-click graphic interfaces. The three electrodes are
placed on the right frontalis, the left temporalis and the right
temporalis muscles in the head, respectively. The signal
processing algorithm used translates the EMG signals during five
kinds of facial movements (left jaw clenching, right jaw
clenching, eyebrows up, eyebrows down, simultaneous left &
right jaw clenching) into five corresponding types of cursor
movements (left, right, up, down and left-click), to provide basic
mouse control. The classification strategy is based on three
principles: the EMG energy of one channel is typically larger
than the others during one specific muscle contraction; the
spectral characteristics of the EMG signals produced by the
frontalis and temporalis muscles during different movements are
different; the EMG signals from adjacent channels typically have
correlated energy profiles. The algorithm is evaluated on 20 pre-
recorded EMG signal sets, using Matlab simulations. The results
show that this method provides improvements and is more robust
than other previous approaches.

Keywords-Human-Computer Interaction (HCD),
Electromyography (EMG), Mean Power Frequency (MPF),
Signal Energy.

I. INTRODUCTION

In modern society, the ability to interact with information
technology devices, such as computers, is very important for
the social integration of all individuals. Unfortunately, there
are still many people suffering from spinal cord injury or
spinal dysfunction, who may have their mobility severely
restricted. It is estimated that currently there are 250,000-
400,000 individuals having these disabilities in the US and
these numbers grow by about 7800 cases each year [1].

Human-computer Interaction (HCI) is a sub-discipline that
focuses on the interaction between users and computers, and it
involves in its research aspects of computer science, electrical
engineering, physiology, clinical science etc. Some
researchers in this filed seek to provide individuals with motor
disabilities, who are unable to use the mouse, touchpad or
keyboard, new alternatives to access the computers. For
example, “brain-computer interfaces” have been developed,
which use electroencephalogram (EEG) signals from the user

to send commands to the computer. Wolpaw et al. [2] have
utilized the 8-12 Hz Mu rhythm recording from the scalp over
the central sulcus of one hemisphere to move a cursor.
Leuthardt et al. [3] have used electrocorticographic (ECoG)
activity recordings from the surface of the brain to control a
one-dimensional computer cursor. However, a substantial
disadvantage of these approaches is that an extensive training
is required before the users can control the computer
efficiently.

Eye-gaze tracking (EGT) is another common approach to
address the problem of hands-free cursor control. Video
capturing the eye of the user is processed to determine, in real-
time, the line of gaze, i.e., the direction in which the user is
looking, and, therefore, the location on the screen where the
user is looking [16, 17, 18]. Nowadays, modern eye-tracking
systems use contrast to locate the bright eye (pupil) center and
apply infrared light to obtain a strong corneal reflection. Then
the locations of the pupil reflection and the corneal reflection
in the video image are used to determine the line of gaze.

Electromyography (EMG) signals, which reflect the
electrical potentials generated by muscle cells when these cells
are active and at rest, can also be used for cursor control
[4,5,6,7,8,9,10]. In [6], two electrodes were placed on both
sides of the mouth to implement a continuous decoder, which
interpreted the input signal stream in order to achieve cursor
control. Barreto et al., [4,5] used two electrodes respectively
placed on both sides of the subject’s head, to monitor the
activity of the left temporalis muscle and right temporalis
muscle, and one electrode placed on the forehead of the
subject, to monitor the electrical activity of the right frontalis
muscle. This approach is suitable for individuals who suffer
from severe motor disabilities or are paralyzed from the neck
down. In [9,10], one electrode placed on the procerus was
added to the original three-electrode system to achieve better
performance in implementing UP and DOWN cursor control.

In [5], it is also mentioned that the EMG signal generated
by the contraction of one particular muscle tends to have
different frequency distribution from EMG reflecting
contractions of other muscles. Fig.l. shows the spectrum
distribution during a frontalis contraction and a temporalis
contraction separately. According to [11], the reasons for these
spectral differences may be found in aspects such as muscle
fatigue, motor unit recruitment patterns and conduction
velocity.
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Fig. 1. Spectra observed during a right frontalis contraction (left plot) and left temporalis contraction (right plot)

In [9], Chin et al. successfully used the comparison of the
sum of the power spectral density (PSD) of the EMG signals
sensed by different electrodes (monitoring different muscles),
to perform the classification necessary for cursor control.
Similarly, calculation of the Mean Square Value (MSV) of
EMG signals extracted from different muscles has been used
to identify which muscle performed a specific contraction
[12]. In one way or another, all these previous researchers
used the assessment of EMG signal energy for classification
purposes.

The EMG signal is the composite sum of electrical activity
from all the motor unit action potentials occuring in the
muscle underlying the skin. A motor unit contains one motor
neuron and all the muscle fibers it innervates. When a motor
unit fires, the action potential will spread over all of the
innervated muscle fibers of that particular motor unit. When
the muscle is not contracting, it does not yield action
potentials, which means that no EMG signal will be detected
[14].

II. METHODS AND MATERIALS

A. Electrode placement for the HCI system

The HCI system provides the basic cursor control
commands required for computer interaction (UP, DOWN,
LEFT, RIGHT, Left-Click), deriving them from analysis of
the activity of serveral cranial muscles. Fig.2 displays the
placement of Ag/AgCl electrodes on the head of the subject.
Electrode 1 is placed on the forehead of the subject,
displaced about two centimeters to the right, to monitor the
activity of the right frontalis muscle. Electrodes 2 and 3 are
placed on both sides of the head, at locations assigned for
monitoring the left and right temporalis muscles, respectively.
A reference electrode is needed to collect three referential
EMG signals. The reference electrode is placed on the right
mastoid.

B.  Hardware Components of the EMG system

The three EMG signals are amplified using Grass® PS5
Series AC biopotential preamplifiers (Grass Technologies
Product Group, Astro-Med Inc; West Warwick, Rhode
Island). These amplifiers preprocess the signals with analog

anti-aliasing filters and amplify the signals with a gain of
10,000 V/V.

A

RIGHT ELEVATION

FRONT ELEVATION

% — LEFT TEMPORALIS ELECTRODE
% —— RIGHT TEMPORALIS ELECTRODE
# —— RIGHT FRONTALIS ELECTRODE
+ _ RIGHT MASTOID ELECTRODE

Fig. 2. Electrode placement diagram for the EMG system

A 60 Hz notch-filter is also implemented by each of the
thee preamplifiers used to process the 3 EMG signals. The
outputs of these preamplifiers have amplitudes in the range of
-5V and +5 V and are sent to the NI DAQPad-6020E analog-
to-digital conversion module, to digitize each signal channel at
a sampling rate of 1 KHz. The “Traditional” NI-DAQ driver,
from National Instruments, was used to store the digital data
on a PC. The digital data files gathered from this setup are
employed as the inputs to the classification algorithm written
in Matlab.

C. The Classification Algorithm

Our approach is aimed at associating a facial movement
with a corresponding cursor movement command. In
[4,5,9,13], it has been proposed that the left and right
temporalis muscles can produce unilateral contractions,
meaning that the dominant contraction produced by the left
temporalis can lead to a significant increase of EMG
amplitude at electrode 3 during the clenching of the left side of
the jaw, and the dominant contraction produced by the right
temporalis can cause a significant increase of EMG amplitude
at electrode 2 during the clenching of the right side of the jaw.
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In addition, the clenching of the full jaw (both sides) results in
significant EMG amplitude increases at electrodes 2 and 3. In
[9], the right frontalis and procerus contractions were used to
command the UP and DOWN cursor movements, respectively.
It is known that moving the eyebrows up or down, will
produce different contraction levels of the fibers of the right
frontalis muscle. So our aim is to differentiate these two facial
movements from analysis of the signal from just one
electrode, placed on the right frontalis. The desired
relationships between voluntary facial movements and
associated cursor commands are shown in Table I.

TABLE 1
Relations between cursor movement,
facial movement and muscle contractions

Cursor Facial Muscle Sensing
Action Movement Contracting Electrode
Left Left Left 3

Jaw Clench Temporalis
Right Right Right 2
Jaw Clench Temporalis
Up Eyebrows Up Right 1
Frontalis
Down Eyebrows Down Right 1
Frontalis
Left-Click Left & Right Left & Right 2&3
Jaw Clench Temporalis

The classification algorithm makes use of signal energy
estimation of each of the three EMG signals. In discrete signal
processing, the signal energy is commonly assessed as the sum
of the squared magnitude of the samples. This calculation is
performed on windows of 250 consecutive samples (every
0.25 second) of each of the three EMG channels.

Mathematically,
250

Ea=) X} (1)
i=1

The Mean Power Frequency (MPF) is also used in our
classification algorithm. It is derived from the Power Spectral
Density (PSD) estimates. The PSD describes how the energy
of a signal is distributed over different frequencies. The MPF
is defined as a weighted average frequency where each
frequency component (f;) is weighted by its corresponding
power (P)). The formula for the MPF is given by:

F1XPi+ faXPa+...+ fix Pi
Pi+Po+.. .+ Pi

MPF =

i=1,2,..,250 (2

In previous publications [4,5,9], it has been noticed that the
main spectrum range distribution of the frontalis muscle is
below 200 Hz, with the MPF in the range 40 Hz- 170 Hz,
while raising the eyebrows. The EMG spectrum of a
temporalis contraction has most of its components above 200
Hz, with the MPF in the range 120 Hz-295 Hz. It has also
been observed that the spectra of EMG signals from the
muscles monitored in this study do not contain significant

components below 50 Hz. In contrast, noise signals seem to
usually have important components in this frequency range.

The classification algorithm includes three main steps. The
first step is to determine whether a block of data (250 samples)
reflects “movement” or “no-movement”. Movement indicates
that the subject performed any of the five facial actions as
mentioned above (left jaw clench, right jaw clench, eyebrows
up, eyebrows down simultaneous left & right jaw clench). No-
movement indicates that during this period, the subject did not
perform any voluntary facial movement, which implies that
the EMG signal is not generated and the collected signal is
mostly noise. If the segment under analysis is found to contain
a movement, the second step is to determine which channel
has the maximum energy value. Then, the third step is to use
specific criteria, described below, to determine which of the
five facial movements took place. If the maximum energy
value is in channel 1, this situation has two possibilities:
eyebrows up or eyebrows down, corresponding to up or down
cursor commands, respectively. If the maximum energy value
is found in channel 2 or in channel 3, the criteria explained
below will be used to determine whether a left jaw clench
and/or a right jaw clench took place. If the signals indicate
that a simultaneous clench of both sides of the jaw took place,
then the system will command a Left-Click cursor action.
Otherwise the channel with the highest energy value will
determine the corresponding lateral cursor movement.

Several criteria must be met before the HCI will issue a
cursor command or a “Left-Click”. The identification of the
signal as movement or no-movement requires the MPF
calculation of the original signal data for channel 1(MPF;),
because, as mentioned above, typical noise components have
lower MPF values compared with any of the five facial
movements, which is one of the significant characteristics for
distinguishing no-movement periods from movement periods.
Then, in order to remove the noise and keep the components
of the actual EMG signals, a high-pass filter with a cutoff
frequency at 50 Hz is applied to all the EMG channels and
each filtered EMG signal is compared against a threshold Thy.
The values of the filtered signals which do not surpass this
threshold are zeroed, yielding the 3 new signals X;, X, and X;.
In addition, the signal energy values from X;, X, and X; are
calculated according to (1) obtaining a value for each 250
samples denoted as E,, E,, Ej, respectively. Finally, to account
for the common interference energy present in each pair of the
channels E;, E, and E;, the corresponding energy differences
(S]Z:E|-E2; S|3:E|-E3; 823:E2-E3) are calculated.

With these preliminary results, the conditions that classify
the EMG signals can be summarized as follows:

STEP 1

Conditions for classifying MOVEMENT/NO

MOVEMENT

(1) E;>Th; (Th;:The threshold for signal energy value of
channel 1)

(2) MPF;;>40
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(3) (IS12/<Thy) || (|S13/<Thy) || (|S23/<Thy) (Thy: The
threshold for E,, E,, E; subtraction)

If all three conditions are satisfied
Then: Go Step II.
Else: NO-MOVEMENT

STEP 11

Find the channel with the maximum signal energy value of
El, E2 and E3_

If it is in channel 1, go to STEP III-A

If it is in channel 2 or channel 3, go to STEP III-B:

STEP III-A

Conditions for classifying UP/ DOWN CURSOR
MOVEMENT
(1) E;>Th; (Ths, The threshold for signal energy value of
channel 1)
(2) (E;>Thy)&&(E3>Thy) (Thy: The threshold for signal
energy value of channel 2 and 3)
(3) MPFg;;<=170 (MPFgy;: The mean power frequency
of X;)
(4)1Si,> 1
If two or more conditions are satisfied
Then: UP Cursor Movement
Else: DOWN Cursor Movement

STEP III-B

Conditions for classifying CURSOR LEFT/CURSOR
RIGHT/LEFT-CLICK MOVEMENT
(1) (E>0.3*(Es+E2))&& (E5>0.3*(E5+Ey))
(2) (|E2—E3\/maX(E2,E3))< 0.8
(3) (E;>Ths)&& (Es>Ths) (Ths: The threshold for signal
energy value of channel 2 and 3)
(4) (S <-D&&( S13<-1)
If three or more conditions are satisfied
Then: LEFT-CLICK Movement
Else: If the maximum energy is in channel 3
Then: LEFT Cursor Movement
If the maximum energy is in channel 2
Then: RIGHT Cursor Movement

[I. TESTING

Twenty pre-recorded multi-channel EMG files were
involved in the testing of the classification algorithm. Each
file contained the three EMG signals measured from the
frontalis (channel 1), the right temporalis (channel 2) and the
left temporalis (channel 3). Each file lasted approximately 190
seconds and contained the EMG signals obtained while the
subject executed a series of movements and pauses, following
the schedule shown in Table II. An experimenter kept track of

the timing during the recording and provided verbal cues to
the subject, indicating what kind of movement or pause
needed to be executed next. Adherence to this schedule during
the recording provided us with knowledge of the actual type of
movement (or pause) contained in each 250-sample data
window analyzed.

TABLE 1I
Schedule of facial movements and pauses executed by each subject

Time Sequence of
Facial Movement
0-20s No Movement
20-40s Left Clench
40-50s No Movement
50-70s Eyebrows Up
70-80s No Movement
80-100s Left/Right Clench
100-110s No Movement
110-130s Eyebrows Down
130-140s No Movement
140-160s Right Clench
160-190s No Movement

IV. RESULTS

In order to directly view the results of the algorithm, the
outputs of the algorithm were assigned to be one of six integer
values (0-5). Each integer corresponds to a specific
classification result and can be used to command a specific
cursor action. Table III shows the mapping between
classification output values and cursor movement. Following
this coding scheme, the classification result for each 250-
sample window of EMG data analyzed is expressed as a value
from 0 to 5. This allows to present all the classification results
for a given data file (representing an experimental session) as
a stem plot, such as the example provided in Fig. 3. The
example in this figure shows how the majority of the stems
appear grouped in segments that reflect the schedule of actions
performed by the subject (correct classifications), with only a
few stems departing from the value that corresponds to the
action in each segment of the file (incorrect classifications).
The percentage of correct classifications (with respect to the
total number of classifications) in a file determines the
accuracy of the method for that test file. The accuracy of
classification process for all the 20 files is shown in Table IV.

Table I1I
Mapping between classification
output and cursor movement

Classification Cursor
Algorithm Output Movement
0 No Movement
1 Up
2 Right
3 Left
4 Down
5 Left-click
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Classification output

100 200 300 400 500 600 700 800
Data Window

Fig . 3. Example of a classification sequence produced

TABLE IV
Accuracy of the classification algorithm for each test file
File # Accuracy (%) File # Accuracy (%)

1 96.97 11 94.74
2 93.94 12 97.50
3 98.94 13 95.13
4 93.29 14 97.37
5 96.45 15 99.08
6 98.68 16 97.90
7 95.53 17 94.87
8 98.42 18 93.82
9 94.45 19 96.58
10 93.16 20 97.76

V.  DISCUSSION

The results show that the three-electrode HCI system has an
average accuracy of 96.23% with the maximum correct
classification percentage of 99.08% and the minimum correct
classification percentage of 93.16%, in the twenty test files
used for its evaluation. The standard deviation for the
accuracy is 3.85%. These figures represent encouraging
results. A previous algorithm that attempted the same
classification of 5 muscular contraction conditions from the
same three EMG signals had an average classification
accuracy of 78.43% with a standard deviation of 22.90% [15].
Therefore the new multi-step classification process presented
in this paper has achieved a greater average accuracy,
accompanied by a much smaller standard deviation, which is
believed to represent a higher level of consistency and
robustness.

Previous algorithms for EMG cursor control proposed by
our group [15] had demonstrated high levels of accuracy and
robustness, but at the cost of placing one more electrode on
the forehead of the subject, over the procerus muscle. While
the addition of a fourth electrode is not a great burden from
the point of view of instrumentation or computational

complexity, there is a marked preference on the part of
individuals with motor disabilities (the targeted end-users of
these developments), for systems that do not add awkward or
cumbersome elements to their physical appearance. Therefore,
being able to achieve higher accuracy and robustness with
only 3 electrodes, conveniently placed under a sports
headband, is an important step forward towards achieving a
higher level of user comfort with the system.

VI. CONCLUSION

The EMG-based Human-Computer Interaction system
presented can, potentially, provide individuals suffering severe
motor disabilities with an approach to interact with their
environment and with others through a point-and-click
computer interface. Its operation is simple, requiring only five
kinds of voluntary contraction of cranial muscles, and the
placement of only three electrodes on the head of the user, to
collect the EMG signals from designated positions. The use of
only three electrodes reduces the instrumental requirements
and the computational load associated with the operation of
the system. Most importantly, eliminating the need for the
placement of a fourth electrode in between the eyes of the
subject can effectively reduce his/her discomfort when using
the system.

The operation of this HCI system is possible due to the
following three reasons. First, the EMG signal collected in the
neighborhood of the cranial muscle performing a contraction
tends to have the largest amplitude or energy of all the EMG
signals collected during that contraction. Second, the
contractions of different cranial muscles display different
spectral compositions in the corresponding EMG signal.
Third, the noise components present in the signals collected
during the “no-movement” intervals tend to have similar
levels of energy and, therefore, are cancelled when pair-wise
differences of the energy measures are considered. This
facilitates the process of discarding the signal segments
collected while no movements are executed.

In comparison with other unassisted interfaces for users
with motor disabilities such as the previous four-electrode
based EMG HCI system, the EMG HCI interface presented
here has advantages of enhanced simplicity, accuracy and
robustness. As such it may represent an important contribution
to the possibilities available for hands-free computer cursor
control.
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Affective Assessment of a Computer User through the
Processing of the Pupil Diameter Signal

Ying Gao, Armando Barreto and Malek Adjouadi
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Abstract- This study proposes to achieve the affective assess-
ment of a computer user through the processing of the pupil
diameter (PD) signal. An adaptive interference canceller (AIC)
system using the H™ time-varying (HITV) adaptive algorithm
was developed to minimize the impact of the PLR (pupil size
changes caused by light intensity variations) on the measured
pupil diameter signal. The modified pupil diameter (MPD)
signal, obtained from the AIC, was expected to reflect primari-
ly the pupillary affective responses (PAR) of the subject.
Additional manipulations of the AIC output resulted in a
Processed MPD (PMPD) signal, from which a classification
feature, “PMPDmean”, was extracted. This feature was used to
train and test a support vector machine (SVM), for the
identification of “stress” states in the subject, achieving an
accuracy rate of 77.78%. The advantages of affective recogni-
tion through the PD signal were verified by comparatively
investigating the classification of “stress” and “relaxation”
states through features derived from the simultaneously
recorded galvanic skin response (GSR) and blood volume pulse
(BVP) signals, with and without the PD feature. Encouraging
results in affective assessment based on pupil diameter
monitoring were obtained in spite of intermittent illumination
increases purposely introduced during the experiments.
Therefore, these results confirmed the possibility of using PD
monitoring to evaluate the evolving affective states of a
computer user.

Keywords-Pupil Diameter (PD) Signal, Adaptive Interfe-
rence Canceller (AIC), H” time-varying (HITV) adaptive
algorithm, Support Vector Machine (SVM).

1. INTRODUCTION

In order to improve the interaction between humans and
computers, research is currently underway to create a
computer system that could tailor its responses differently
according to the user’s emotional state [1]. To achieve this
goal, the assessment of the computer user’s affective state
(e.g., stress), has been considered as one of the key chal-
lenges [1].

Over the last decade, many researchers have carried out
studies to address the affective assessment challenge. The
monitoring and analysis of physiological signals is consi-
dered as a particularly promising method, since these signals
are inherently controlled by the subject’s Autonomic
Nervous System (ANS), and they are, therefore, less
susceptible to environmental interference or voluntary
masking [1]. There are several physiological signals that can
be chosen for affective state monitoring. Along with the
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traditional physiological parameters such as the Galvanic
Skin Response (GSR), Blood Volume Pulse (BVP), etc., the
Pupil Diameter (PD) has been found to be a variable that
changes with the subject’s emotional state. However, the
affective sensing potential of PD has not been fully investi-
gated. This may be due to the well-known confounding
effect of the “Pupillary Light Reflex” or “PLR” (i.e., the
pupil diameter changes in response to light intensity
variations of the environment).

In this research we propose to minimize the impact of the
PLR in the measured PD signal by means of an Adaptive
Interference Canceller (AIC) using the H” time-varying
(HITV) adaptive algorithm, with the hope that the resulting
“Modified Pupil Diameter” (MPD), further enhanced by
additional post-processing (PMPD), can be used as an
indicator of the PD changes derived solely from the affective
response of the subject, which has been termed the Pupillary
Affective Response (PAR). We gauge the success of this
approach by the classification performance of features
extracted from the PMPD signal, using a Support Vector
Machine (SVM) classifier. On the other hand, the stress
detection results obtained through features derived from the
GSR and BVP with and without the PMPD signal are also
investigated. This comparative study provides an opportuni-
ty to determine the advantage of affective assessment
through PD vs. other physiological signals (GSR & BVP).

II. SIGNAL MONITORING

In this work we measured and analyzed PD, GSR and
BVP signals to determine the affective state of a computer
user. PD records the size of a subject’s pupil, which will be
increased if the subject experiences stress or if the Illumina-
tion Intensity (IL) in the environment decreases. At the same
time, it is well known that when a person is experiencing
stress, the palms of his/her hands tend to become moist. This
emotional sweating can be measured by changes in the GSR
signal. The BVP signal reflects the cardiovascular activity of
the subject, which is expected to be different in “stress” and
“relaxation” states.

A. Software Development

In order to observe the changes in the PD, BVP and GSR
signals and their correlation to the affective states of “stress”
and “relaxation”, we use the “Stroop Color-Word Interfe-
rence Test” [9] to elicit mild mental stress in the experimen-
tal subjects during controlled intervals.
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In the test, a word presented to the subject designates a
color that may (“Congruent”) or not (“Incongruent”) match
its meaning. The subjects were instructed automatically by
the program to click one of the five screen buttons to
indicate the font color of the word presented. A typical
(Incongruent) example of this test interface is shown in Fig. 1.
The complete experiment protocol (Fig. 2) comprised three
consecutive sections.

Fig. 1. Sample of the Stroop test interface.

Section 1 Seetion 2 Section 3

s @@ w1 I@H.a.q;:' =@ @,

Start | { T |
Vi vi
LAk S+ d

Lo s sk

Binary 01 01 10 11 0or 1 11 (L1 B LV S 1) |

End

18 - Introductory Section C - Congruent Segment
IC - Incongruent Segment RS - Resting Segment
VI - Varied Hhimination

Fig. 2. Stimuli schedule of the experimental protocol.

In each section, there were four segments, including:

® ‘IS’ — the Introductory Segment to let the subject get
used to the task environment, in order to establish an
appropriate initial level for his/her psychological state,
according to the Law of Initial Values (LIV) [3];

® ‘C’ — the Congruent segment, comprising 45 Stroop
congruent word presentations (font color matches the
meaning of the word), which are not expected to elicit
significant stress in the subject;

® °‘IC’ — the Incongruent segment, in which the font color
and the meaning of the 30 words presented are different.
This is expected to induce stress in the subject, according
to previous research reported in the psychophysiological
literature [4];

® ‘RS’ — a Resting Segment to let the subject relax for
some time.

At the beginning of each C, IC or RS segments, the binary
codes (01, 10 or 11, respectively) shown in Fig. 2, were
output as bursts of sinusoidal tones through the two audio
output channels of the computer, serving as time-stamps for
the recorded physiological signals. Since the aim of this
study was to investigate the use of the pupil diameter signal
for affective assessment, even in the presence of varied light
intensity of the environment surrounding the subject, the

illumination intensity (IL) was temporarily increased
during the IC2 and C3 segments ( “VI” marks in Fig. 2).
B. Hardware Setup

The complete instrumental setup developed for the study
is illustrated in Fig. 3. This figure shows that the visual
stimuli for the subject (Stroop test) were displayed on the
TOBII T60 eye tracker monitor. The program developed for
the eye tracking system allows the extraction of selected
variables (in this case the PD of both eyes and their validity
code) to a file at a frequency of 60 Hz, which, in turn, can be
read into MATLAB.

Read and Processed
in MATLAB

TOBII T6D
Eye Tracker

CHO | CH1 | CH2 | CH3 | CH4
Yy ¥
MCC DAQ System
IL/(GSRBVPRecording

Fig. 3. Complete instrumental setup

While performing the Stroop test, the subject has the
GSR and BVP sensors attached to his/her left hand and
the IL sensor on his/her forehead, above the eyes. All
these three signals, together with the left and right audio
output (to provide the corresponding time stamping in the
experiment) are recorded and converted to a MATLAB®
-readable data file directly at rate 360 samples/second,
using a multi-channel MCC DAQ system (PCI-DAS6023
board). Later, IL, GSR, BVP and both audio output
channels were down-sampled to 60 Hz, to match the PD
sampling rate.

C. Experimental Procedure

In total, 30 individuals (16 female, and 14 male) volun-
teered to participate in the experiment. Their age ranged
from 24 to 34 years. They were from diverse professional
and ethnic backgrounds.

In each experiment, the participant was asked to remain
seated in front of the TOBII screen, interacting with the
“Stroop Test” program for about 30 minutes, while wearing
a head band with the IL sensor, the GSR sensor on the
middle and ring fingers and the BVP sensor on the index
finger. During that time, all the normal lights in the room
were kept ON, but an additional level of illumination
provided by a desk lamp placed above the eye level of the
subject was switched ON intermittently to introduce
intervals of higher illumination in the experiment, which
would trigger the pupillary light reflex.
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III. SIGNAL PROCESSING
A. Physiological Signal Processing

In this research, the signal processing method applied to the
PD is an AIC system with the HITV adaptive algorithm.
However, prior to the application of the adaptive interference
canceller, the interruptions in the PD data, due to blinking
(identified as a value of “4” in the validity code provided by the
TOBII system), were compensated by linear interpolation. The
resulting signal was processed by a low pass, 512th order FIR
filter with a cutoff frequency of 0.13Hz, to complete the
elimination of the blink responses, and shifted forward 256
sampling intervals to maintain the original time alignment.

The PD signal obtained after blink-removal was applied to
the AIC system as the primary input signal d(k), and the
reference input r(k) was the simultaneously measured IL
signal (already downsampled to 60 Hz). The block diagram
of the AIC is shown in Fig. 4.

As described above, the equations governing the AIC are:

d(k)=s(k)+z(k) )
r(k) = n(k)+u(k) )
Output:  e(k) =d(k)—y(k)=d(k)-z(k) = s(k) 3)
where,

® s(k): signal of interest (PD changes driven by PAR),
uncorrelated to the reference (cov(s(k),r(k))=0);

Primary Input:

Reference Input:

® z(k): interference in the primary sensor (PD changes
driven by PLR);

® n(k): actual source of the interference (IL changes),
correlated to z(k), i.e. (cov(z(k),r(k)) #0);

® u(k): measurement noise (assumed negligible).

The core element of the AIC system is an Adaptive Trans-
versal Filter (ATF), where the reference signal (k) is processed
to produce an output y(k)=Z(k) that is an approximation of

z(k). The state space model of the ATF is given by [6]:

wik +1) = wk) + Aw(k) @)
d(k) = r(k)" w(k) +v(k) )
z(k) = r(k)" w(k) +v(k) (6)
(k) = s(k) +v(k) 7

Affective
Primary Input Stimuli

s Measured \4(k)
PD

r(k) =n(k)

Reference Input 4
fu(k)=0

Measurement
Noise

r(k)

In these equations,
® w(k) = system state vector; which is the ATF coefficient
vector of size mx1 (m is the order of the ATF);
® Jd(k) = measurement sequence, which is the observed
pupil diameter (PD) signal;
® z(k) = sequence to be estimated;
® Aw(k)= process noise vector, which represents the time

variation of the ATF weights w(k);

® (k) = measurement noise vector, which includes s(k)
(PD- driven by PAR) and model uncertainties v(k) ;

® (k) =[r, 4 1ys-rFgomery] > Which is the interfe-
rence vector of sizemx1.

The H” Time-Varying (HITV) adaptive algorithm at-
tempts to remove the interference from the recorded signal
by adaptively adjusting the impulse response of the ATF [6].

The robustness of this HITV algorithm is achieved by
minimizing the maximum energy gain from the disturbances
to the estimation errors with the following solutions [7]:

P (k) =P (k) -, r(k)r” (k) (8)

ghy=——r®) ©)
1+17 (k) P(k)r(k)

Wik +1) = W(k) + g(k)(y(k) =1 (k)W (k)) (10)

Plk+1)=[P" (k) +(1-)r()yr" (O] +7, (11)

P(O)=nl=T1,, Y, = pl (12)

Here, g(k) is the gain factor; £,,7 and p are positive
constants. Note that p reflects a priori knowledge of how
rapidly the state vector w(k) varies with time, and 7 reflects

the a priori knowledge of how reliable the initial estimate
available for the state vector w(0) is.

In the PD signal processing of this study, we treated the
recorded pupil diameter signal as the primary input of the
AIC, which is composed by the signal of interest s(k) (PD-
driven by PAR) and the interference z(k) (PD- driven by
PLR).

d(k)

-

(0= 2(0) S00) = (k)

H=TV Adaptive
Algorithm

Fig. 4. Adaptive interference canceller (AIC) block diagram.
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However, with the assumption that the measurement noise
is negligible in our experimental setup, an independent
measurement of illumination in the neighborhood of the eye of
the subject (IL) is used as the reference input. The ATF is set
with 120 weights and adapted by the HITV algorithm
(7=0001, £ =2.0 and a time-varying parameter p ,

changed according to the IL value to enable the AIC system to
have a quicker response when there is a sudden increase in
IL.). It is expected that the ATF will emulate the transforma-
tion of the illumination variations to pupil diameter changes,
so that the noise n(k) will be converted into a close-enough
replication of the PLR-driven components of PD (the output
y(k)). In that case, the error, e(k), designated as the Modified
Pupil Diameter (MPD), would be the estimation of the desired
signal s(k), containing only the PD variations due to affective
changes (PAR).

An example of the processing of this PD signal (after blink
removal) together with the IL signal through the AIC system
and HITV adaptive algorithm is shown in Fig. 5. The bottom
panel represents the AIC output, i.e., the MPD signal.

AIC Primary Input: PD Signal

6 - . ; ; ; —
4 ! | | B
\ L ‘ ‘ L
0 0.5 1 1.5 2 2.5 3
x 10°
AIC Reference Input: IL Signal
21— T T T T T T T T
1.5 - ‘ el - ——
L ‘ ‘ -
0 0.5 1 1.5 2 25 3
x 10
x 10° AIC Time-varing Paramter: Rho
1 T T T T T T
I I
0.5F ! ! | | -
AR __ 11 T
0 0.5 1 1.5 2 25 3
x 10*
AIC Oouput: MPD Signal
2 T Tl ]
0 | I J
oLt ] o1 Gl | c2 | 1c2] L C3 | IC3,
0 0.5 1 1.5 2 25 3

Fig. 5: Example of the processing of the PD signal (after blink removai)
together with IL signal through AIC system and HITV algorithm.

As the affective state of “Stress” is expected to cause a
dilation of the pupil [7], the negative portions of the MPD
signal were zeroed out to isolate significant MPD increases,
which indicate the emergence of stress in the subject (shown
in the middle panel of Fig. 6). Then, a sliding window with a
width of 900 samples is applied throughout the non-negative
MPD signal to calculate the median value within each
window, yielding the Processed MPD, or “PMPD” signal (in
the bottom panel of Fig. 6). Since the results obtained from the
GSR and BVP signals are included only for comparison
purposes, their processing is only outlined in Table I (Further
details could be found in [8]).

AIC Output: MPD Signal

. i T il - T - ]
I I
0
; | ‘ N L
0 0.5 1 1.5 2 25 3
x 10"
Non Negtive MPD Signal
N P T T T
I I I
0 ! b
Iy I - N oo
0 0.5 1 1.5 2 25 3
X 104
Sliding Window Mean Analysis of MPD
1 T T T — T —
‘ ‘ I I
o e 1
Is1 | C1 I§1 A C2 1ic2 , C3 lc3
0 0.5 1 1.5 2 25 3
x 10

Fig. 6: Example of the further processing of the MPD signal.

B. Feature Extraction and Data Normalization

In this study, the specific aim was to evaluate the affective
assessment performance of a single-feature stress detector,
derived from PMPD. The efficiency of this single-feature
detector is compared to two other detectors that also included
features derived from measured GSR and BVP signals. These
detectors were assessed in terms of their discriminating power
to differentiate between the “relaxed” affective states in the
Congruent Stroop segments and the “stressed” states in the
Incongruent Stroop segments of the computer user.

Table I shows the features obtained from each of the signals
recorded in the experiments, resulting in a single feature value
for each “C” or “IC” segment in the test.

TABLE1
FEATURES EXTRACTED FROM THE PD, GSR AND BVP SIGNALS
Signal Features Definition
PD Average value of the non-negative
(1 feature) PMPDmean MPD signal after median processing
(GSRmean. Average value of the GSR samples
(GSRnum Number of the GSR responses
GSR IGSRmeanAmp Ié}/lsean value of the amplitude of each
(5 features) R response
(GSRrisingTime Rising time of each GSR response
IGSReng Energy of GSR (total under the rising
time curve)
Mean value of the amplitude of each
[BVPmeanAmp BVP beat
Low frequency to high frequency rate
for Power spectral density of interbeat
BV? BVP12h interval(IBI) (the time in milliseconds
(4 features) between two normal, consecutive peaks
in the BVP) sequence
[BVPIBImean Mean value of the IBI
BVPstd Standard deviation of IBI sequence

Before using these features to identify “stressed” and “re-
laxed” segments in the experiment, the 9 features extracted
from the BVP and GSR signals were normalized according to
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the following 1), 2) and 3) steps. [The “PMPDmean” feature
was only normalized through steps 2) and 3), since the
illumination levels used during the preliminary introductory
period, prior to the actual experiment, were variable and did
not provide a suitable baseline for PD].
1) Reference the features to their baseline level.
X
Y=-= (13)
X

r

Here Xs is the raw feature value during “C” and “IC” seg-
ments, and X7 is the corresponding feature value during the
relaxation period, prior to the first congruent segment. (This
was done only for GSR and BVP features)

2) Minimize the impact of individual subject responses

dividing each feature by the sum of all six segment values.

g o b
ZYH (14)
i=1
3) Normalize all data to the range of [0, 1] with max-min
normalization.
Y\- - Y; 'min
o =Y g (15)

IV. AFFECTIVE ASSESSMENT WITH SVM

This study proposes to assess the affective states (stress vs.
relaxation) of a computer user through the feature
“PMPDmean” derived from the PD signal, using a machine
learning algorithm, i.e., a Support Vector Machine (SVM), as
a classifier. Subsequently, multi-feature -classifiers, also
implemented through Support Vector Machines (SVMs), were
used to process the features from the GSR and BVP signals,
with and without the PMPD feature

SVM is a supervised machine learning method used for
classification and regression. Viewing input data as two sets of
vectors in an n-dimensional space, an SVM will construct a
separating hyperplane in that space which optimally separates
the data into two categories. The aim of SVM is to construct a
discriminant function for the data points in feature space in
such a way that the feature vectors of the training samples are
separated into classes, while simultaneously maximizing the
distance of the discriminant function from the nearest training
set feature vector. Therefore, an important part of SVM
classification is the identification of a suitable discriminant
function (kernel function) that cannot only capture the
essential properties of the data distribution, but also prevent
the over-fitting problem.

In this paper, the kernels used for the SVMs are:

Linear: K(X,Y)=XeY (16)
Polynomial:  K(X,Y)=(XeY+1)” 17)
Radial basis function (RBF):
KX Y)=exp(~7|X-¥]), y>0 (13)
. ~Jx -
Gaussian: K(X,Y)= exp(Hi) (19)

2y

g

Here, y and p are kernel parameters. The “e ” used in these
equations represents the dot product of two vectors.
To obtain a more realistic assessment of the performance of
the SVM, a k-fold cross validation [9] method is also used in
this study, which separates given data sets into two parts: the
training sets and a test set, where the labels of test set are
considered unknown in the classifier training. Then the
accuracy on these sets can more precisely reflect the perfor-
mance that can be expected in classifying unknown data.
Specifically, in this work, the SVM classification is
applied through the “SPIDER” software package for
MATLAB, which can be freely downloaded from
http://www.kyb.mpg.de/bs/people/spider/. According to the
cross validation strategy, the original data is first divided
into 20 equal subsets. One subset is tested using the
classifier trained on the remaining 19 subsets. This process
is repeated until every instance has been used exactly once
for testing. The overall success rate for a classifier was
evaluated as the number of correct classifications divided
by the total number of feature sets tested:
To assess the overall usefulness of the pupil diameter sig-
nal, the classification phase of this study was repeated under 3
different conditions:
® Pl: Only using the feature extracted from PD (only 1
feature, “PMPDmean”, was used for classification);

® P2: Using all features extracted from the monitored PD,
GSR and BVP signals (all 10 features were used for classi-
fication);

® P3: Excluding the feature extracted from PD signal; (1
feature “PMPDmean” was excluded, 9 features from GSR
and BVP were used for classification).

The experimental data of the 180 segments collected from
the 30 volunteers (3 “C” and 3 “IC” for each subject) were
processed through SVMs with the 4 kernel functions described
above, to train and verify the performance of the affective
assessment. The accuracy rates from the experiments per-
formed to evaluate the proposed affect recognition system by
SVM using the “SPIDER” software are shown in Table II.

TABLE II
RESULTS OF STRESS CLASSFICATION BY SVM
SVM Kernel
Phase of . Poly- .
Classification Linear nomial RBF Gaussian

d=3.0 y=1.0 y=10
Pl et fom | g9 90, | 7778% | 7798% | 77.78%
P2:10 features
from PD, GSR 76.11% 76.67% 73.33% 37.78%
and BVP
P3: 9 features
from GSR and 50.00% 54.44% 48.89% 37.78%
BVP (no PD)
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V. DISSCUSSION

The outcomes of the SVM classification show that, under
controlled conditions, the monitoring and processing of the PD
signal (Phase 1), yields acceptable levels (up to 77.78%) of
differentiation between ‘“Non-stressed” and “Stressed” user
states, as evoked by congruent and incongruent Stroop
stimulation, respectively. Regardless of which kernel was
utilized, the SVM classifier is able to deal with the complex
pattern  distribution, achieving encouraging results for
affective assessment.

When the features from GSR and BVP are added to
“PMPDmean” into the affective classification process (Phase
2), the observed system accuracy decreases slightly (to
76.67%). This seems to hint that the discrimination perfor-
mance of the GSR and BVP features is not as good as that of
the PMPD feature.

In the third phase of the stress classification, it is also
observed that, with the PD signal excluded, the recognition
rate dramatically dropped to 54.44% (for the best classifier),
which is significantly lower than the accuracy rate in the
previous two phases (both of which include “PMPDmean”).
This result seems to indicate that the pupil diameter signal
may be one of the most important physiological signals to
involve in the development of an automated affective
recognition system.

An additional important aspect to note in these results is
that the encouraging level of affective classification observed
from the “PMPDmean” feature was achieved even in spite of
the temporary illumination increases introduced during the
IC2 and C3 segments of experimentation. This seems to
confirm that the AIC system used to process the PD signal
may have been successful in minimizing the impact of the
PLR effect in these segments. This, in turn, would imply that
affective sensing based on the PD signal might be practical
even in environments with unconstrained illumination
changes.

VI. CONCLUSION

This paper outlined the development of an affective as-
sessment approach to differentiate “stress” vs. “relaxation”
states of computer users through the non-invasive monitoring
of the Pupil Diameter (PD) signal. An H” Time-Varying
(HITV) adaptive algorithm has been implemented in an
Adaptive Interference Canceller (AIC) to discount the
dominant influence of PD variation, the pupillary light reflex
(PLR), from a measured PD signal. The output of the AIC, the
MPD signal, was post-processed with the application of a non-
negative constraint followed by median calculation performed
on a sliding window, to generate a PMPD signal, as an
indicator of user stress. Specifically, the average value of

PMPD in each Stroop segment of the experiment
(“PMPDmean” feature) was extracted as an indicator of
Pupillary Affective Responses (PAR) due to, for example,
subject stress, during the corresponding experimental segment.

In the experiment designed for this study, the two affec-
tive states to be differentiated were elicited by exposing the
subjects to congruent (relaxation) and incongruent (stress)
Stroop color naming trials. Digital signal processing tech-
niques were used to extract a total of 10 features from the 3
monitored physiological signals (PD, GSR and BVP) in each
congruent and incongruent Stroop segment of the protocol.
These features were processed by Support Vector Machine
(SVM) classification systems. Using the single feature derived
from the processed pupil diameter (“PMPDmean”) for the
training and testing of the classifier system, an encouraging
classification level of 77.78% was achieved by the SVM. The
classification achieved using simultaneously all the 10 features
derived from the PD, GSR and BVP signals for the SVM
classifier yielded a similar accuracy rate of 76.67%. The last
phase of classification evaluation was performed excluding the
PD feature from consideration (i.e., using only the 9 features
extracted from the GSR and BVP signals). The accuracy rate
of the classification system trained under this new condition
decreased significantly (54.44%). These observations suggest
that the PD is an important physiological signal for affective
assessment.
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Abstract— Controlling Intellectual Property Rights (IPR) in
the Digital World is a very hard challenge. The facility to create
multiple bit-by-bit identical copies from original IPR works
creates the opportunities for digital piracy. One of the most
affected industries by this fact is the Music Industry. The Music
Industry has supported huge losses during the last few years due
to this fact. Moreover, this fact is also affecting the way that
music rights collecting and distributing societies are operating to
assure a correct music IPR identification, collection and
distribution. In this article a system for automating this IPR
identification, collection and distribution is presented and
described. This system makes usage of advanced automatic audio
identification system based on audio fingerprinting technology.
This paper will present the details of the system and present a
use-case scenario where this system is being used.

Index Terms— digital music, audio fingerprinting, intellectual
property rights, piracy, music rights distribution

1. INTRODUCTION

In the digital Era, managing properly and efficiently digital
Intellectual Property is an enormous challenge. This is
particularly important in a rights distribution scenario that
ensures that the appropriate rights are distributed as real as
possible to the creators. Such perfect system does not exist at
the moment.

Technology plays an important role in the establishment of
this distribution scenario and a mechanism has to be
established to enable an automated music identification
system. This automated system must rely on audio fingerprint
technology to automatically identify music tracks from its
psycho-acoustic intrinsic characteristics.

This paper presents a method for audio identification on
audio streams based on the division of the latter ones in
smaller audio elements. Those small parts of audio identified
kept in order permit to obtain a more reliable audio
identification. The proposed paper will further describe this
audio-fingerprinting process, analyze the results obtained in
automatic audio identification and introduce an integrated
system where it is being tested and used.

The system that was developed to help the correct
identification, collection and distribution of the music IPR,

covered the different aspects a derived rights collective society
has to deal, in order to become more efficient and business
centric.

This paper starts by providing an overview of the music
rights collecting society processes and describe how these
processes are manually handled. From this, a system for
automating these processes is presented — the Music Active
Control system. A specific technology of the system is
presented and described as the technology that enables the
system to be fully automated — the audio fingerprinting
system. Finally, some details about how the system operates
are also provided.

II. MUSIC RELATED RIGHTS MANAGEMENT SOCIETIES

Related Rights (RR) or Neighboring Rights (NR) are terms
in copyright law that represent the rights which are similar to
the author rights but which are not connected with the actual
author of the work. Both the author rights and the related
rights are copyrights. The RR/NR is independent of any
authors’ rights, which may also exist in the work. The rights of
performers, phonogram  producers and broadcasting
organizations are certainly covered, and are internationally
protected by the RR/NR legislation. In the specific case of the
music industry, and as an example, four different copyright-
types rights will concurrently protect a CD recording of a
song:

e The authors’ rights of the composer of the music;

o The authors’ rights of the lyricist;

e The performers’ rights of a singer and the musicians;

e The producers’ rights of the person or corporation, which

made the recording.

Therefore one the most important activities of these Music
Related/Neighboring ~ Rights ~ Management Societies
(MRNRMS) is the collection of neighboring rights on behalf
of producers and performers related to public performance of
recorded music.

Therefore the mission of a MRNRMS can be resumed in the
following four major objectives:

e Raise public awareness to the reality of

related/neighboring rights - which are the rights of
artists and producers - and the need for its protection (a
fact still relatively new and little known);
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e Boosting the delivery of remuneration for distribution to
the holders, be they producers or artists;

e Realize the collection of related/neighboring rights to all
places of public performance using recorded music for
commercial purposes, as well as all the inspectors to
use of recorded music, by any means. The spaces
where it is used recorded music for public performance
can be clubs, transport systems, hotels, amusement
parks and parking, banks, call centers, stadiums, street
music, local music and recorded, among others;

e The community awareness in relation to associated rights
will, in large part, be accomplished with the
collaboration of public authorities with powers of
supervision on Copyright and Related/Neighboring
Rights, as well as the users of recorded music in
various areas and industries that in compliance with the
law, should ask for their license.

These MRNRMS are responsible for issuing licenses to
businesses that use represented recording music as a mean to
conduct their own business models. Moreover, they are also
responsible for the effective collection and distribution of the
associated fees to the music producers, performers and
authors.

Most of this work is accomplished using manual
procedures. The verification process is conducted manually as
well as the distribution. Moreover the MRNRMS often uses a
flat rate fee to charge from their clients. This flat rate fee is
calculated based on the type of business and the business
space. It is also difficult to know exactly what type of
recorded music does the licensee uses — most of the times this
evaluation is conducted using a direct sample of music
listened during some discrete periods of time. In terms of
rights distribution, most of the producers, performers and
authors will receive the same amount of money independently
if their music was or not used by the client.

This situation creates issues both in terms of rights charging
(charging the right price for the music that was effectively
used by the client) and in terms of distribution (distributing the
right amount of money to the producers, performers and
authors whose music was used by the clients). The MRNRMS
should pursue the means to be as efficient as possible on the
accomplishment of its mission.

In order to solve these problems in terms of collection of
fees from the clients, management of the represented repertory
and distribution of the producers, performers and author
rights, the MRNRMS has to employ the necessary automatic
means to become more efficient on its mission.

In the following sections a system that was developed to
deal with these issues is presented. The Music Active Control
system is a networked based system that empowers the
MRNRMS to perform better in the different aspects of their
activity.

III. THE MusIC ACTIVE CONTROL SYSTEM

In order to accomplish its mission in an effective way, the
MRNRMS developed a distributed system, based on set of
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open components and on audio-fingerprinting technology,
called Music Active Control (MAC). The MAC system is a
web-based system that enables the integration into the
MRNRMS value-chain, the different elements that are part of
the Related/Neighboring Rights ecosystem. MAC allows the
upstream integration of the music producers, and the
downstream integration of the music using business clients
and the RR/NR proprietary’s (Figure 1).

Music Active Control
Information System

Figure 1. The Music Active Control actor’s ecosystem

The MAC system aggregates the information from the
music releases from the different music producers, the
information of the representative of the music in the specific
country (a specific label may be representing this music or
artist in the country), information about the performers and
information about the music authors.

A. MAC Audio and Metadata Grabber

It is an objective of the MAC system that the different
actors themselves should update the data on the system — this
way it will be possible for the system to grow with little
central coordination and control effort. In order for this
objective to be achieved, the MAC system uses a web-based
portal as well as a client-side application (Figure 2) to feed the
MAC system database with the necessary data.

Figure 2. Client application that allows the data entry on
the MAC system
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The client side application, the MAC Audio and Matadata
Grabber that is distributed to the music producers, allows an easy
and seamless way to capture the MAC system required data. This
application, not only captures the information from the new music
releases, but also crucial information about the audio music itself.
The audio data is analyzed and extracted from the audio CD,
high-quality MP3 files are created and an audio-fingerprint is
generated from the original audio CD content. The full process
can be described on the following steps:

e The producer starts the application;

e The producer inserts an newly released audio CD on an

optical computer drive;

e The application analyses the audio CD data, and tries to
extract metadata both from the audio CD and from
several Internet databases. This makes the data filling
task less complex and faster;

e The producer verifies the metadata that was
automatically from the audio CD or the Internet,
corrects it and or completes it — there are some
information that is impossible to extract directly from
the Internet and must be manually input;

e The application analyses the audio CD data, and
generates a unique fingerprint for each of the music
tracks that are part of the CD;

e The application extracts the audio from the CD and
converts it to an high-quality MP3 file;

e Finally, the application sends all the metadata, MP3 files
and the audio fingerprints to the MAC system.

The MAC system stores all the information on a centralized
database and indexes the MP3 music files. Also, the audio
fingerprints are associated to the music track metadata, for later
matching processes. When this process completes, the MAC
system contains the information about all the different music
tracks that the MRNRMS represents, and that require licensing
from businesses using that music for commercial purposes.

B. MAC.box

The other important process of the MAC system is the
automatically identification system that will be used at the
client business side, to collect the exact information of the
music that was used by the client, in order for the MRNRMS
to charge the appropriated fee and to correctly distribute the
RR/NR rights associate to the music that was used.

In order to accomplish this, the Mac system makes available on
the client side, a small hardware/software appliance, called
MAC.box. This appliance is responsible for recording the audio
data, from the used audio source, and to perform the generation of
audio fingerprints. From time to time, the MAC.box connects to the
MAC system and sends the captured information. This information
is matched on the MAC system side, and the represented music that
has been used by the client is automatically identified.

The identification and matching process can be described in
the following steps:

e The MAC.box is connected directly to the output of the
audio device that will be playing music on the client
business;
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e The MAC.box captures (“listens”) the audio being played
by the audio device, on specific time intervals and for
short periods of time, recording the captured data;

e MAC.box computes the audio fingerprints of the
different samples captured;

e The MAC.box sends a report containing the list of
computed fingerprints, and the date and hour of capture
to the central MAC system;

e The MAC system, compares the received captured
fingerprints against the original fingerprints that are
stored on the system;

e If both fingerprints are a match the music is identified;

e The final result of this process is a series of reports that
list the music tracks that were used by a certain client,
during a certain period of time.

With this information, the MRNRMS can charge the
customer better and perform a fairer distribution of rights to
producers, performers and authors.

All of the processes described related to the identification of
the music tracks are only possible because of a key-enabling
technology: the audio-fingerprinting system. In the following
sections, a more detailed description of the audio-
fingerprinting system used on the MAC system for music
matching, is described.

IV. THE MAC SYSTEM AND AUDIO-FINGERPRINTING

As it was previously referred on this paper, the system is
based on the automatic identification of the different music
tracks that are used by the clients. For this automatic music
identification to work, two different processes are necessary in
the system (Figure 3):

1. The creation of the original audio-fingerprint from the
original CD music tracks and their storage associated
with music metadata;

2. The comparison between an audio-fingerprint candidate
(or multiple audio-fingerprint candidates) and the
original audio-fingerprint stored on the system. If a
match is found than the music is identified and the
corresponding metadata is pulled from the system.

Recordings’ : :
collection—,]  Fingerprint

extraction
Recordings’
IDs
Unlabeled ) ) E;Ecordmg
recording—, Fingerprint

extraction

Figure 3. Processes involved in the generation and
matching of audio-fingerprints
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Both these processes rely on the capability of the audio-
fingerprinting algorithm for correct audio identification. The
audio-fingerprint or acoustic fingerprint is a condensed digital
summary, deterministically generated from an audio signal
that can be used to identify an audio sample or quickly locate
similar items in an audio database.

V. AUDIO FINGERPRINTING BASED ON SVD

Any complete audio identification system based on audio
fingerprinting technology is normally divided in two distinct
parts. First, an audio fingerprint extraction process that is
responsible for extracting an unique identifier (fingerprint)
from the music track and second, the matching process that
tries to find a match between the generated fingerprint and the
different fingerprint identifiers stored on a database and the
corresponding meta-information.

3

Frequency Extraction

Singular Value
Decompaosition

Audio Fingerprint
(516 byles)

Figure 4. Description of the process for the creation of
audio-fingerprints

Considering the specific requirements of the system to be
developed, there is a set of requirements that the audio-fingerprint
generation process [1] [2] should be able to comply to:

e Robustness: precise identification of the audio, despite
the existence of signal degradation. The same music
with different qualities should generate the same audio
fingerprint. To identify the robustness of a system, it is
normal to use the rate of false negatives, which is the
rate of audio fingerprints that the system can not detect,
despite the information for their identification is in the
repository;

¢ Efficiency: the ability to correctly identify the maximum
possible of music and recognize the associated
information. Usually to describe the efficiency of a
system the rate of false positives is used, which is the
rate of incorrect identification of audio fingerprints;

¢ Granularity: the ability to identify audio samples with
just a few seconds duration. This implies working with
synchronization between audio fingerprints taken and
those that are stored in the repository. As this parameter

depends on the objectives of the system in some
situations it may be necessary to use the entire song
instead of just an excerpt;

¢ Dimension: for quick searches, it is necessary to store the
audio fingerprint in RAM. Consequently, the memory
resources to the server database will have to be
determined taking into account this parameter;

e Scalability: the ability to find an audio fingerprint in a
reasonable time, taking into account the number of
existing audio fingerprint in the repository. The larger
the database, the greater the physical capacity of
storage required. It should be possible to resize the
system with ease, due to the high growth potential of
these systems.

The production of an audio-fingerprint with the about
requirements is not an easy task. It involves a different set of
tasks from the audio source, until the final fingerprint is
computed [3].

The pre-processing of the audio signal is performed in order
to prepare it for the following analysis, carried out by other
components.

As a first step the audio is passed to mono format (in the
case of a stereo signal), the silence is removed, followed by
removal of DC offset, given that its existence does not allow
to maximize the volume during the normalization process.

The pre-processing finishes by converting the signal to
44.100Hz. Finally, the 10 initial seconds of music are removed
in order to avoid the silence that could have been introduced in
the audio. The remaining audio signal after the initial 120
seconds is ignored, allowing larger music coverage and
preventing a file manipulation attack [4].

After the normalization of the signal the frequency is
extracted using the Fast Fourier Transform (FFT).

Upon receiving the data returned by the FFT, the spectrum
series are examined, each one representing a small audio
frame (185 milliseconds). In turn, each frame is composed by
a set of frequencies (frequencies matrix).

The system proposed on this paper will use the Singular
Value Decomposition (SVD) applied to the matrix of audio
frequencies for the extraction of audio fingerprints, which
produces a smaller size matrix result resuming the audio
features [5]. In order to represent an audio element X as a
matrix, it will have to be divided in M audio segments, each of
them containing N frequency bins, originating therefore a
matrix M*N, where M>N. With the aim of obtaining a more
reduced matrix is applied to the matrix X the SVD,
decomposing it as

& =S

where U with size M*M and V with dimension N*N are
orthogonal matrices and their columns are called respectively
left and right singular vectors. § is a diagonal matrix of
singular values. These singular values are sorted in a
decreasing order and represent the importance of the
correspondent singular vectors in the matrix structure. In
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general the first singular values contain most part of the
information relative to the matrix, thus in order to reduce
redundant information it is advised to only keep primary
singular values. In the proposed system, it was decided to keep
four singular values, after the analysis of experimental results.
Those singular values together with the correspondent right
singular vectors, which contain spectral principle components,
can be used to represent the main features of the audio
element. In the system presented on this paper they are used as
part of the audio fingerprint that has been called CorePrint.
The other part is composed by four numbers that correspond
to the most prominent frequencies of the audio pitch and is
called PitchPrint. PitchPrint is useful for the lookup and
matching procedures [6] [7].

At the end of the fingerprint extraction process, a 408 bytes
fingerprint (8 bytes from the Pitch, 320 bytes from the right
singular vectors and 80 bytes correspondent to the singular
values) resuming the audio element analysed, is obtained.

The matching process is based on a first part possible
results reduction, using a pitch match procedure. The obtained
results are produced by a more complex and time consuming
matching process in order to obtain the identification to each
audio fingerprint. After this, the outcomes are analyzed as a
whole, and the decision about which music is being played is
made. The foremost part of the matching procedure (pitch
match) is a very simple one, consisting in the direct
comparison of the audio element pitch numbers analyzed with
the ones stored on a database. This way all the fingerprints
that do not have equal PitchPrint will be discarded as possible
match. With the possibilities reduced, the system will aim at
the CorePrint match. For that it is necessary to compute the
similarity value between each print, as defined here

m m
F= Z_ ‘S-I Wedor
(=] ]

where Wi,j

is the variable weight.

This specifies how each §i,j will contribute to the similarity
calculation, and Si,j is the dot product between two groups of
S vectors (right singular vectors). The higher similarity will
correspond to a match and the corresponding audio
identification. This is only valid if its value is superior to a
pre-defined threshold, therefore reducing the false positives
probability. When an audio stream is divided in audio
elements and those are analysed, a set of audio elements
identifications will be produced. Setting the size of the audio
elements to a relative small size comparing with the normal
size of a music, and maintaining the output results ordered will
probably originate consecutive equal identifications [8]. The
system presented on this paper will consider that music has
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been correctly identified when a defined number of equal
consecutive audio elements identifications are found.

VI. TESTS AND RESULTS

In order to assess the quality of the system and in particular
the robustness of the audio-fingerprint some tests were
conducted. In this assessment a set of different music tracks
(from different artists and different albums’) were selected (20
audio music tracks), and three different tests were conducted
to evaluate this robustness.

The first test aimed to confirm the ability of the audio-
fingerprint to work with different sampling patterns. Each file
was converted to a lossy MP3 format, and for different sampling
frequencies (32, 44 and 48 kHz) and sampling speeds (32, 48, 64,
96, 128, 160, 192 kbps). The following table (Table 1)
summarizes the results for the different sampling rates, taking into
account that this factor did not alter the results.

Table 1. Testing the Different Rhythms and Sampling
Frequencies (P: Passed; F: Fail; NT: Not Tested)

Artist Music

Green Day Nice Guys Finish Last
Green Day Hitchin'A Ride

Green Day The Grouch

Green Day Redundant

Green Day Scattered

Smashing Pumpkins || am one
Smashing Pumpkins |Siva
Smashing Pumpkins |Rhinoceros
Smashing Pumpkins |Bury me
Smashing Pumpkins | Crush

©|o|o|o|wv|v|v|v|v|v|v|o|o|o|©| oo o[o| | 160kbs
-o|7o|o|o| 0|0 v ©|v|o|o| | oo ©|v|o| 192kbs

||| w|v|v vl v v v o v v v v v v vl v 32kbs
-o| ||| v|v|v|v|v|v|o|v|©|v| ©|v|v|v|o|lo| 48kbs
—o|o||o|v|o|o|v|v|v|o|v| °|o| ©|o|©|©|v|o| 64kbs
»|v|o|v|v|v| oo v v v o vl o v oo v o 96kbs
| v|w|v|v|v vl v v v o v v v vl v vl ol vl 128kbs

Queen Keep yourself Alive
Queen Doing All Right
Queen Great King Rat
Queen My Fairy King
Queen Liar

Silence 4 Goodbye Tomorrow
Silence 4 Borrow

Silence 4 Dying Young
Silence 4 Old Letters

Silence 4 Angel Song

As shown by the results obtained, the audio fingerprint
system worked with all the rhythms and frequencies of
sampling with which it was tested.The aim of this second test
was to test the ability of the audio fingerprinting to deal with the
introduction of silence at the beginning of the audio files. The
following table (Table 2) summarizes the results obtained.For
this second test has been included at the beginning of each of
the audio files, 5, 10, 15 and 20 seconds of silence. The audio
music files used on the test were in MP3 format with sampling
frequency of 44kHz and 128kbs sampling rate (typical values
for audio files). After this, the fingerprints were generated for
the music audio files containing the silence and analyzed the
results by comparing with the fingerprints of the original
unmodified audio files. As shown by the results table (Table 2)
obtained from the test the ability to fight the introduction of
silence at the beginning of the audio is yet not ideal.
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Table 2. Testing the introduction of silence at the
beginning of the audio music files (P: Passed; F: Fail; NT:

Not Tested)
Artist Music 5s [10s |15s |20s
Green Day Nice Guys Finish Last
Green Day Hitchin'A Ride
Green Day The Grouch
Green Day Redundant
Green Day Scattered

Smashing Pumpkins || am one
Smashing Pumpkins |Siva
Smashing Pumpkins [Rhinoceros
Smashing Pumpkins |Bury me
Smashing Pumpkins |Crush

N‘n‘n'ﬂiﬁ'ﬂ‘n‘n'ﬂ‘n'ﬂ'ﬂﬁ‘n'ﬂ‘n‘n'ﬂ‘n'ﬂ
Qﬂﬂﬂzzﬂﬁﬂﬁﬁﬂﬂzﬁﬁﬂﬂﬁﬂﬂ

0| eo|nfn|0|F[F|n[=]|=7|n|o|o|w|F|m| ||| 0|0 o
B[l m = F|F| | =] =) =[] o] =| F| 7| ||| o| o]

Queen Keep yourself Alive
Queen Doing All Right
Queen Great King Rat
Queen My Fairy King
Queen Liar
Silence 4 Goodbye Tomorrow
Silence 4 Borrow
Silence 4 Dying Young
Silence 4 Old Letters
Silence 4 Angel Song
Passaram
Falharam 15 | 17

In this third test, as before, were used MP3 files with a
sampling frequency of 44kHz and 128kbs rhythm sampling.

Table 3. Simulation of AM reception and introduction of
distortion (P: Passed; F: Fail; NT: Not Tested)

Artist Music

Green Day Nice Guys Finish Last
Green Day Hitchin'A Ride

Green Day The Grouch

Green Day Redundant

Green Day Scattered

Smashing Pumpkins || am one
Smashing Pumpkins |Siva
Smashing Pumpkins | Rhinoceros
Smashing Pumpkins |Bury me
Smashing Pumpkins |Crush

N-n-n‘UE'E'n'n'n-n-n-n'ﬂE.‘ﬂ'ﬂ""""""'“""IlAMEffECt
Nm-n-naa'n'n'n'o-n-n'na'ﬂ'ﬂ'ﬂ'ﬂ'“'“'ﬂ1,0Di5t0|‘ﬁ0l’l

0| e[| Z| Z| ] 7| 7| ||| v|F|o| | v| | o|o| | AM Effect
=|a[7|=[=|5|F]|=|=|=|=|=|o|=|F| || =|<|=|=|*|0,5 Distortion

Queen Keep yourself Alive
Queen Doing All Right
Queen Great King Rat
Queen My Fairy King
Queen Liar
Silence 4 Goodbye Tomorrow
Silence 4 Borrow
Silence 4 Dying Young
Silence 4 Old Letters
Silence 4 Angel Song
Passaram
Falharam 15 15

In this final test errors were introduced in the audio signal such
as distortion or effect caused by bad signal reception (different
levels of signal distortion). The results (Table 3) shown that the
audio fingerprinting can correctly identify the music if the
distortion rate is low. When the distortion rate increases the
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identification capability diminishes considerably. However this was
not one of the biggest requirements of the system, because we will
have direct access to the audio device output with low distortion.

VII. CONCLUSIONS

This paper presented a system that empowers the Music
Related/Neighboring ~ Rights =~ Management Societies
(MRNRMS) to perform much better. This reflects in the way
the clients are charged and on the way the different related or
neighboring rights are distributed to the producers, performers
and authors. The systems uses the new information and
communication technologies, in a distributed system, over the
Internet, to create and collect information about the managed
music portfolio, and for the collection of information about the
music consumption on the business clients. The music
portfolio is updated by the music producers through the
automatic introduction of metadata, and by the generation of
unique audio identifiers — the audio/acoustic fingerprint — that
will enable the automatic identification of the different audio
tracks. At the business client side, the MRNRMS relies on a
set of small appliances (MAC box) that is connected to the
audio output of the audio device, and that captures small
samples of the audio in discrete periods of time, generating a
set of candidate fingerprints. These candidate fingerprints, as
well as some additional capture data is sent over the Internet,
to the MAC system, for the matching process. On the MAC
system, the different audio-fingerprint candidates will be
searched on the database against a similarity threshold that
will allow the identification of the audio music track that was
played. As such, the music identification processes that were
previously perform using a manual procedure can now be
completely automated and the system brings important
performance gains for the operation of MRNRMS.
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Abstract- The paper deals with the problem of adapting
software implemented fault injection technique (SWIFI) to
evaluate dependability of reactive microcontroller systems. We
present an original methodology of disturbing controller
operation and analyzing fault effects taking into account reactions
of the controlled object and the impact of the system environment.
Faults can be injected randomly (in space and time) or targeted at
the most sensitive elements of the controller to check it at high
stresses. This approach allows identifying rarely encountered
problems, usually missed in classical approaches. The developed
methodology has been used successfully to verify dependability of
ABS system. Experimental results are commented in the paper.

1. INTRODUCTION

In many applications an important issue is to evaluate their
behaviour in the case of appearing faults. In embedded control
systems (e.g. used in automotive controllers) transient faults
resulting from various disturbances are especially critical
[5,7,11,18]. In the literature various fault injection techniques
have been described to evaluate fault effects [3,12,14,15]. The
most universal approach bases on software implemented fault
injection (SWIFI) [3,8,17,18]. Its usefulness was verified
analysing many calculation oriented applications. In embedded
real time systems we have to take into account their reactive
nature. Only a few papers deal with this problem for simple
examples e.g. [5,18,21]. We have also some experience in this
area with chemical controllers [9]. This paper is targeted at
more complex system combined with several interconnected
and co-operating controllers in automotive antilock braking
system (ABS). Here we have faced new problems related to
combining the tested controller with the environment model
(involving the control object), developing efficient fault
injection strategies targeted at the controller and qualification
of results from the application perspective.

To resolve the presented problems we have adapted and
extended the capabilities of our previously developed fault
injector (FITS) [8]. In particular we added an interface to
external environment models (e.g. based on TrueTime and
Simulink simulators [2,16]) and result qualification procedures
which check the output signal trajectories in relevance to
specified behavioural properties. The environment covers not
only complex models interacting with the controllers (wheel
and road properties) but also such elements as interconnection
network and real time kernel (not covered in the literature). All
this results in an original heterogencous simulation test bed.

In section 2 we present the developed test bed, model of the
controller and environment. Section 3 presents fault injection
experiments and results. Two strategies have been performed:
classical random distribution of faults and a new strategy
allowing to drill down the most critical points. The gained
experience is summarised in section 4.

II. SPECIFICATION OF THE TEST BED

A. System Structure

The analyzed anti-lock braking system is a composition of 4
distributed microcontrollers interconnected via CAN or
TTCAN bus. We have developed its model on the x86
architecture and Visual Studio 2005 integrated programming
platform. This model has been developed in C++ and consists
of over 20,000 lines of source code: about 12,000 lines of real-
time simulator TrueTime [2] and 8,000 lines of the distributed
ABS application model.

Each microcontroller corresponds to single car wheel. The
idea of controlling a single wheel to avoid wheel locking or
slippage was described in [16] and its fault robustness was
analyzed in [20]. Extending this analysis to the complete 4-
wheel system was a big challenge, due to the need of
introducing communication network between the controllers
and adaptation of the control algorithms, so as to take into
account messages exchanged between controllers and serving
them tasks. This added also the need of modeling operating
system kernels in each controller (node).

The distributed ABS model instantiated four main modules
(the first three modules are replicated for all four wheels):

Wheel and Tire Dynamics Module (WTDM,): responsible

for simulation of the wheel dynamics based on suspension

and associated quarter of the vehicle mass,

Brake Torque Modulator Module (BTM,): responsible for

simulation of the brake fluid pressure modulator,

Control Node (n;): responsible for the simulation of an

ABS microcontroller that contains the ABS controller

object (CLB;), the signal filter object (SPB;) and the real-

time operating system kernel (KERNEL;),

Network Node (N): responsible for the simulation of a

network protocol and interface.

Each control node n; (big circles in fig. 1) executes specific
control tasks. In our ABS simulation model, each node
executes four periodic and one aperiodic task. The periodic
tasks are control dedicated while the aperiodic task is
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responsible for processing incoming network interrupts
(generated by the received messages). These tasks execute
according to the selected scheduling algorithm. A scheduler is
a part of the TrueTime operating system kernel model
implementation, and generates the task execution scheduling
policy (i.e., sharing of a single processor among tasks). The
scheduler supports standard real-time scheduling algorithms
(e.g., round-robin, rate monotonic and earliest-deadline-first
discussed in [11]) but in our simulations we only used the
priority with preemption due to its wide use in many industrial,
real-time embedded applications.

While developing the four-wheel ABS model, we needed to
assure separate code regions for all four nodes as injecting
faults, we only disturb one specified controller. This
assumption requires that the code as well as the data of all
simulation objects should be disjoint, so while disturbing one
object, the remaining are not affected by the disturbance. To
avoid object interactions via common code or variables we
disable the optimization features of the compiler and
implement each controller via a separate dynamic-link-library
(DLL - available in Windows). This technique assures high test
controllability and observability in relevance to analyzed
system objects.

In the sequel we describe in more detail the model of task
executions, give the outline of the main control algorithm and
the model of the environment interacting with the considered
system.

WTDM, BTM, BTMi{—= WTDM;

pressure

inlet and outlet

BTM;

BTMy[—™

WTDM,

WTDM,

Fig. 1 Distributed ABS model with four control nodes
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B. Distributed Task Model

In Fig. 2 we present five tasks (7};...,T;5) of the distributed
ABS model that run on four different processors Pi,...,Py,
where i is the processor index. Note that each processor is
mapped to only one node (circle in Fig. 1). Task T;; is
responsible for reading sensor data from the wheel and tire (in
Fig. 1 labeled as WTDM;) environment. Task 7}, is responsible
for computation of the ABS controller signals. Task T;; is
responsible for the simulation of the environment - the wheel,
suspension and tire models. Task 7;, is responsible for sending
periodic broadcast messages via the shared CAN or TTCAN
bus (network N) to all processors [1]. These messages contain
the value of the local wheel slip coefficient. All four control
tasks T, take into account four slip values when deciding how
much brake pressure to apply to each wheel brake disk. Task
T; s is a network interrupt handler that is called by the operating
system kernel whenever a slip message arrives from the
network. This task is responsible for updating slip values used
by the controller task 7.

For all tasks presented in Fig. 2, a period p;; or deadline dj;
is specified by the designer, where i is the processor and j is the
task index. The period p;; determines the time interval between
task activations. The deadline d;; specifies the maximum
amount of time a task can utilize a processor (i.e., its worst-
case-execution-time, WCE). In real-time systems, the WCE is
a critical parameter because it assures predictable system
behavior. In our simulation approach, all tasks can be
preempted and have equal priority.

In addition to the presented task model, in Fig. 2 we also
illustrate the task execution schedule for all five tasks that run
on distributed processors. This task execution schedule is
projected onto the vertical (time) axis, in which the circle
indicates a task T, that is executing at some simulation time 7.
Each task's execution start time is marked via a black dot at the
top of the circle, and the completion time is marked via a black
dot at the bottom of the circle. In Fig. 2, both of these dots are
projected onto the time axis to indicate the associated events.
Note that the time scale in Fig. 2 is not always linear because
our intention is to illustrate only the sequence of periodic
activation of tasks and not the entire task schedule. As such, in
Fig. 2, the time-line starts at # = 0 (i.e., initial simulation time
value) and shows task initialization and termination times. The
task execution time is defined by these two points.

In Fig. 2, the first time interval [0, 102] (in microseconds)
relates to the sequence of three tasks (7;,, T;» T;;). The
activation time for all tasks is specified by the developer via
the offset parameter o,;. The offset (not show explicitly in Fig.
2) equals 0;;=0, 0;,= 50, 0,;= 100, 0, ,= 224 (usec.) for tasks
Ti1, Tia, T;5 , and T; 4 respectively; the offset for task T; s is not
deterministic (i.e., dynamic) due to variable communication
delay introduced by the network N shown in Fig. 2.

The first time interval is followed by the second interval
[102, 220] (usec.) in which three horizontal line segments
indicate the second activation of task 7;;, T;,, and 7;3; this is a
consequence of the periodic execution of these tasks. After this
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P,

P,

time (usec.)
0O¢ —

Fig. 2 Distributed ABS tasks model in the context of execution schedule

time interval passes, at time # = 224 microseconds, task 7; 4 is
initiated on each processor P; this task sends wheel slip
messages to other network nodes via the CAN or TTCAN
network interface function ##SendMsg()[2]. Sending messages
is denoted with dashed arrows.

Finally, some time later, (depending on the transmission and
queuing delays) slip messages are received by network nodes,
and this is indicated in Fig. 2 by the execution of network
interrupt handler task T;s. Note, that the start time of this task
is not specified (in Fig.2 this time is shown as xxxx) because it
is non-deterministic (see discussion above). After the execution
of task 7;s is terminated, the same task execution schedule
repeats in a loop for the predefined simulation time (in the
discussed experiment the logical simulation time is ¢ = 2
seconds). In Fig. 2, the task repetitions are denoted with a
looping arrow at the end of the time axis. While simulating the
distributed ABS operation, we assumed the simulation time
resolution equal to 0.5 microseconds (to capture all system
dynamics). In the discussed experiment 4 million loop
iterations were performed in each two second simulation time
interval. Moreover, within this simulation time interval, a
maximum of 18,181 task 7;,, T;, T;; executions were
performed, and 250 tasks 7;,, T;; were executed by each
processor P;. Tasks T;, T;s were activated less frequently
because their periods were 8 milliseconds, while tasks T;;, 7T},
T ; had periods equal to 0.11 milliseconds.

An important issue is the network (CAN or TTCAN)
communication delay. The CAN delay affects the
communication schedule because it introduces some
indeterminism when activating the network interrupt handler
task 7;5. TTCAN delay on the other hand, is a function of the
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slot size, the number of source-destination communication
slots in a round, and the cycle length. Due to the time-triggered
bus access scheme, in fault-free conditions, the TTCAN delay
is constant because the message has guaranteed channel
bandwidth within the allocated time slot. Finally, we note that
when faults do occur within the network, this delay can
significantly differ from the fault-free conditions. We have
analyzed this effect in experiments discussed in [19]. Having
explained the distributed system and the task model, we outline
the distributed ABS control algorithm.

C. ABS Controller Model

An important part of the embedded and distributed ABS is
the control algorithm. Authors in [6] and [13] suggest that
current algorithms are strongly empirical in nature, and for this
reason, we developed our own algorithm called DSZip.

Algorithm: DSlip

BEGIN
1. FOR all nodes n;

2. IF(free_running_time < FRT)

3. reff_om = omega * r_eff

4. local_slip = 1.0 - (reff_om / x2_dot)

5. ENDIF

6. ELSE

7. reff_om = omega * r_eff

8. local_slip = 1.0 - (reff_om / x2_dot)

9. Asynchronously receive slip coefficients
from remaining network nodes N - {n}
through the ttGetMsg() API

10. FOR all nodes N - {n;}

1. IF slipjwh_nbr] > local_slip

12. local_slip = slip[wh_nbr]

13. ENDIF

14. ENDFOR

15. ENDELSE

16. Update outputs of CLB; (i.e., inlet and outlet valve
control signals), BTM; (i.e., brake pressure applied
to brake pads),WTDM,; (i.e., wheel angular velocity
and car's traveled distance)

17. Compute new local_slip and send the slip message
to remaining nodes N - {n;} via the ttSendMsg() API

18. ENDFOR

END

Fig. 3 DSlip algorithm pseudocode

The DSlip algorithm (Fig. 3) is based on the message pre-
emption concept in which a brake pressure increase or decrease
decision is computed from slip messages received from all
nodes 7,,...,n,. The message pre-emption is indicated in steps
11 and 12 of the algorithm. In the algorithm we use some
specific variables: reff om: wheel peripherial velocity, omega:
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wheel angular velocity, local slip: wheel slip in current node,
wh_nbr: is the wheel index, x2_dot: car velocity and an array
slip/[wh_nbr]: local wheel slip array that contains slip
coefTicients of all wheels. Moreover, we use two functions:

1tGetMsg(): API function used to receive network messages
in TrueTime,

ttSendMsg(): API function used to send network messages in
TrueTime,.

The free running time: is the time during which the
distributed ABS algorithm only uses local wheel slip values to
avoid transient and false positive wheel state conditions. FRT
is the maximum time during which only local slip computation
is used by the ABS controller.

In steps 11 and 12, we see that if at least one node
experiences slip, the algorithm will cause a controller to
decrease the brake pressure regardless of the local state of the
wheel (slip or non-slip); this is indicated in step /2 by
assigning the value of distributed slip/wh_nbr] received (via
network) from other control nodes to a local_slip variable.

D. Environment Model

The ABS environment relates to two modules: brake
modulator (BTM), and tire and wheel dynamics module
(TWDM) (see Fig.1). The brake modulator module (BTM)
generates a real value of the simulated brake torque applied at
the wheel rotor (disc brake). This module models a physical
device and is represented as a hydraulic pressure modulator.
BTM'’s input is unaltered brake fluid pressure, while its output
is the modulated brake fluid pressure applied to car’s brake
pads. Note that the pressure can be controlled by opening or
closing the associated input and output vales.

The tire and wheel dynamics module (TWDM) is responsible
for simulation of the wheel angular velocity omega. This value
is generated based on two inputs — the s/ip (delivered by CLB)
and applied brake torque (delivered by BTM). Additionally, the
wheel angular velocity is computed based on an initial wheel
velocity, moment of inertia of the wheel and tire, unloaded tire
radius, vertical tire stiffness, effective tire radius, and normal
force due to vehicle mass; these parameters are defined in [16].
Generally, as the slip value increases and brake torque
increases, the wheel lock condition can be reached (the angular
velocity of the wheel is zero). The controller therefore must
adjust the brake torque to avoid the “wheel lock” state.

The WTDM also calculates vehicle horizontal acceleration
(hac) and velocity (hvel), and the vehicle stopping distance
based on only two inputs: the wheel angular velocity omega
and brake status signal. WTDM calculates these signals and
simulates the motion of the vehicle in the x direction by taking
into account the following parameters: vehicle mass, axle and
rim mass, initial body translational velocity, initial axle
translational velocity, tire belt translational stiffness, tire belt
translational damping, vehicle translation dumping suspension,
vehicle translation stiffness suspension, stop velocity, damping
of translation, and normal force at the tire contact point. These
parameters are defined in [16].

TRAWCZYNSKI ET AL.

I1I. EXPERIMENTAL RESULTS

A. Experiment Set-up

The concept of the Software Implemented Fault Injector
(SWIFI) relies on the software emulation of a fault during the
run-time of the application under test. In this research FITS
fault injector is used [8,10]. It is based on standard Win32
Debugging API to control the execution of the software
application under tests.

The objective of the performed simulation experiments was
to analyse propagation of the fault effects in the system and
their impact on the car braking process. Simulating faults we
have used two strategies: random and selective. In the first
approach we generated faults at random with equal distribution
in fault sites (CPU registers, memory cells etc) and activation
time. Such experiments give some general view on overall
fault susceptibility. However, due to the limited number of
injected faults we can skip some critical situations. Hence, we
have developed selective fault injections targeted at specific
areas. In particular, we wused this for checking fault
susceptibility of various internal variables.

In each experiment we injected 1000 bit-flip faults into the
program’s data memory (MEM), processor registers (REG),
program’s code memory (CODE), the next (dynamic)
instruction (INST), and the processor’s floating pointing unit
(FPU), or a set of ABS controller parameters. For each fault
injection test we then collected data on car trajectory and
controller responses and compared that with the reference ones
via a special result qualification (RQ) module.

In case of the ABS, the result qualification enabled us to
collect braking performance statistics from our SWIFI
experiments and classify them as correct (C), incorrect (/),
system exception (S) and timeouts (7). The correct (C) means
that a program executing the ABS controller produced an
expected (acceptable) trajectory. The incorrect (/) test means
that the program provided unexpected (unacceptable)
trajectory. The system exception (S) test means that some
unhandled system/hardware exception was generated (e.g.,
illegal memory access). The timeout (7) means that a program
run-time exceeded the maximum expected execution time (e.g.,
due to the ABS controller lock-down).

To qualify simulation results for the four-wheel ABS, we
used measurements of individual wheel trajectories that had to
fit within result qualification window, and be within a certain
tolerance value &. In case of the qualification window, each
individual wheel stopping distance had to be between d,,;, =
14.0 and d,,,, = 16.5 m, the car final velocity between cwv,,;,, =
0 and cwv,,,, = 1.5 m/sec., and wheel slip between ws,,;,, = -0.9
and ws,,, = -0.0005 (no units) within the simulation time range
tnin < <t In our experiments, #,,;, and ,,,, window variables
were set to /.49 and /.99 seconds respectively. We selected the
trajectory tolerance value ¢ = 10%, which means all four
stopping distance and final velocity trajectories for all four
wheels can not be different by more than 10% relative to each
other. This tolerance value along with window size parameters
were derived from our reference (golden-run) ABS simulation
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experiments, in which the car's initial velocity was set equal 60
km/hr, the vehicle mass was /200 kg, and axle and rim mass
was 35 kg and tire parameters are given in [16].

B. Results for Random Fault Injections

Results for random (in time and space) fault injections are
given in Tab. 1. Only single ABS node (out of four) was
disturbed. The objective of this experiment was to check if
random faults that affect ABS controller’s registers (REG),
data memory (MEM), static (CODE — disturbed bits in the
memory code area), dynamic code (/NST — disturbed executed
instructions) and the floating point unit (FPU) lead do
dangerous system behavior. To disturb uniquely the ABS
controller (not other elements in the test bed) the controller
code was explicitly separated via the dynamic link library
(DLL). The results of the experiments in Tab. 1 relate to two
controller versions: ABS1 uses the event-triggered CAN data
bus to connect the four controller nodes, while the second
(ABS2) uses the time-triggered TTCAN data bus. We used two
different data buses to assess the influence of network medium
access control (MAC) protocol on the ABS dependability.

Results in Tab. 1, show that random fault injection into
selected processor resources (REG, MEM, CODE, INST, FPU)
generated 0.8-15% (depending on the fault’s location) of
undetected errors (I - incorrect results) that could violate the
ABS safety. Fault injection covers the whole braking process
(period [0, 2] s). Uniform random distribution (in time and
space) of faults may not cover some critical situations (low
probability of activation). We deal with this problem in
selective test scenario.

C. Selective Fault Injections

In this fault injection scenario we selected a set of controller
parameters and observed the system behavior in the presence
of parameter faults. We analyzed the ABS system with no fault
hardening mechanisms (version 1) and an enhanced version
with built-in simple software assertions (version 2). These
assertions were targeted at critical parameters and their
effectiveness was checked experimentally. In this approach an
important issue is the selection of critical parameters.

TABLE 1
RESULTS OF RANDOM FAULT INJECTION
ABSI REG MEM CODE INST FPU
C 64.84% 97.83% 41.24% 29.68% 90.52%
1 0.80% 1.09% 10.21% 15.14% 4.49%
S 33.76% 0.54% 44.84% 54.58% 1.50%
T 0.6% 0.54% 3.70% 0.60% 3.49%
ABS2 REG MEM CODE INST FPU
C 64.71% 91.50% 43.82% 28.88% 87.52%
I 0.70% 1.00% 10.46% 15.04% 3.69%
S 33.80% 0.50% 44.92% 54.48% 1.50%
T 0.80% 7.00% 0.80% 1.59% 7.29%
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Main parameters selected for experiments were wheel slip
threshold (SL), low-pass filter time constant (¥7), low-pass
filter amplification gain (FG), integrator sample time (S7), and
effective tire radius (7R). The significance and typical values
of these ABS controller parameters are discussed in [16].

In Fig.4 we show parameter oriented fault injection results
for a controller with CAN network without and with fault
hardening mechanisms (application specific assertions). In
each experiment we computed the total number of correct (C),
incorrect (INC), system exceptions (S) and program timeouts
(7) to determine the performance of the system in the presence
of faults. Each odd column (bar) shows results (i.e.,
distribution of result categories in percents) for a specific
parameter (denoted with acronym as given above), they relate
to the non-hardened ABS controller (version 1). Each even
column (bar) shows results for the assertion hardened ABS
controller (version 2) that protects a specific parameter labeled
in the figure. This label is additionally marked with character °,
to distinguish it from the non hardened version (e.g. SL stands
for non hardened and SL’ for fault hardened version,
respectively). Errors detected by assertions recover appropriate
parameter values.

For the five selected parameters we injected a total of 5000
bit-flip faults that disturbed the controller during the initial (90-
900) control iterations (testing region). We disturbed ABS
parameters during the initial stages of controller activity
because in this time interval ([9.9ms, 99ms], one iteration is
equivalent to 0.11 ms) most of the braking force must be
generated to stop the vehicle safely.

The results of Fig. 4 show that using simple assertions (10
static machine instructions required for each parameter), one
can significantly improve controller’s ability to tolerate faults
affecting its critical parameters. Only 1-10% of injected faults
produce incorrect results and the remaining faults are either
detected or tolerated. For some parameters (e.g., SL) the
dependability enhancement is very high with low static and
dynamic code size overheads (less than 5% when compared to
the primary version 1).
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20 - _= S
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I
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Fig. 4 Fault injections into specific variables
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Another interesting issue was the controller fault
susceptibility to different bit locations affecting the eight-byte
parameters (FPU double precision). Our experiments have
shown that disturbing the least significant four bytes (related to
the analyzed parameter stored in the memory) did not affect the
ABS controller performance significantly. The deviation from
the reference value (of the braking performance) was
negligibly small. However, injection of bit-flip faults into the
most significant four bytes negatively affected the controller.
Some results we give for the slip threshold parameter (SL).
The reference value of this parameter was equal to 0.2, and in
our experiments, we disturbed each bit position (0 to 31) of this
parameter in different time moments. The most significant two
bytes of the slip threshold parameter (SL) showed high fault
sensitivity. Converting the resulting faulty hexadecimal values
into decimal representations we found that faults begin to
affect the controller at bit position 17, which corresponds to a
value of about 0.215. If a wheel slip parameter value is greater
than 0.215 (due to a fault), it generates non-negligible lower
braking performance. Similar analysis has been performed for
other critical parameters.

IV. CONCLUSIONS

The paper proved the possibility of integrating different
simulation models (based on various software platforms) in a
common test bed to check and analyze fault effects. This test
bed has been combined with software implemented fault
injector. It provides interactions with external environment and
assures high fault controllability (within specified test objects).
To check fault robustness of the analyzed systems we have
developed two complementary test scenarios (random and
selective). This approach has been verified for a complex
distributed ABS system (several versions were considered
including fault hardened one). It is worth noting that the ABS
model was much more complex than other systems reported in
fault injection experiments by other authors. In particular, it
included many complex interacting objects. The gained
experience with the ABS system can be used in analyzing other
reactive systems. Further research will be focused on finding
and accessing more effective assertion mechanisms that can
improve real time system fault robustness.
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Abstract—Optimal clustering of call flow graph for reaching
maximum concurrency in execution of distributable components
is one of the NP-Complete problems. Learning automatas (LAs)
are search tools which are used for solving many NP-Complete
problems. In this paper a learning based algorithm is proposed to
optimal clustering of call flow graph and appropriate distributing
of programs in network level. The algorithm uses learning
feature of LAs to search in state space. It has been shown that the
speed of reaching to solution increases remarkably using LA in
search process, and it also prevents algorithm from being
trapped in local minimums. Experimental results show the
superiority of proposed algorithm over others.

Keywords-Call Flow Graph; Clustering; Learning Automata;
Concurrency; Distributed Code

I.  INTRODUCTION

Optimization of distributed code with goal of achieving
maximum concurrency in execution of distributable
components in network level is considered as a new aspect in
optimization discussions. Concurrency in execution of
distributed code is obtained from remote asynchronous calls.
The problem is specifying appropriate calls, with considering
amount of yielding concurrency from remote asynchronous
calls. In this way, dependency graph between objects are
clustered with the base of amount of calls between objects, and
each cluster is considered as a component in distributed
architecture. Since clustering is a NP-Complete problem, in this
paper a learning based non-deterministic algorithm is proposed
for optimal clustering of call flow graph.

The proposed algorithm uses learning feature of LAs to
search in state space. Resisting against the superficial changes
of solutions is the most important characteristic of proposed
algorithm. Penalty and reward are characteristics of proposed
algorithm.

II.  LEARNING AUTOMATA

Learning in LAs is choosing an optimal action from a set of
automata's allowable actions. This action is applied on a
random environment and the environment gives a random

answer to this action from a set of allowable answers. The
environment's answer depends statistically on the automata's
action. The environment term includes a collection of all
outside conditions and their effects on the automata's
operation. The interaction between environment and LA is
shown in Fig. 1.

Random
Environment

a(n) 8n)

Learning
Automata

Figure 1. Interaction between environment and LA

III.  PROPOSED SEARCHING ALGORITHM FOR OPTIMAL
CLUSTERING OF CALL FLOW GRAPH

In fact, this algorithm determines appropriate clustering in a
finite search space. Finally each cluster is considered as a
component in distributed architecture. In section 3-3 an
algorithm is represented for determining amount of yielding
concurrency from a given clustering.

A.  Showing clustering by learning automata
In proposed algorithm each clustering is shown by a LA of

¥

the object migrating type. In this automata @ = {ag, .. @zl is
the set of allowable actions for the LA. This automata has k
actions (actions number of this automata is equal to the number
of distributable components or clusters. Determining of
appropriate number of clusters is an optimization problem
which has not discussed in this paper). Each action shows a

cluster.

&= {8, 0. ... Ty is the set of states and N is the depth
of memory for automata. The states set of this automata is
partitioned  into  the k  subset {@. .Gyl
s Bysmna eyl .., and {c',:'-f T 'c',:'-f st o @ b
Call flow graph nodes are classified on the basis of their states.
If node n; from call flow graph is in the states set
[® s Bypmigisge e Bpr 3, then node n; will be j* cluster.
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In the states set of action j, state @ ..y is called inner
(stable) state and state G, is called outer (unstable) state. For
example, consider call flow graph of fig. 2.

Main Main

By Using

Breadth First Search

Cluster 2

Cluster 4
Random Clustering

Call Flow Graph

Figure 2. An instance of call flow graph

Clustering of fig. 2 is shown in fig. 3 by a LA with similar
connections to Tsetline automata. This automata has 4 (equal to
the number of clusters) actions a;, a,, a3, and a4 and its depth is
5. States set {1,6,11,16} are inner states and states set
{5,10,15,20} are outer states of the automata. At the beginning
each cluster is placed at the outer state of relative action. For
instance since in fig. 3 C,={n,, n4, ns}, so nodes n2, n4, n5 are
placed in same cluster (cluster 2).

L] C

®

Yy
A

5
16 20 /./@-~ S
(0009 ©-0-0-0-)
w10 6
15

11 }\ )\
Ci={n} / Co={nz, ny, ns}“/"ca:{ns, ne} / Co={ns, ng}

Showing clustering of fig. 2 by a LA with similar connections to
Tsetline automata

Figure 3.

B.  Penalty and reward operators

Since in proposed algorithm, every clustering is shown in
the form of LA, in each automata after examining fitness of a
cluster (action) which is selected randomly, that cluster will be
rewarded or penalized. State of a cluster in the relative action
states set will be changed as the result of rewarding or
penalizing it. If a cluster is placed at the outer state of an action,
penalizing it leads to action of one of its nodes is changed and

so a new clustering will created. Reward and penalty operator
vary according to the LA types.

For example, in an automata with similar connections to
Tsetline automata if cluster Cs is in the states set {11, 12, 13,
14, 15}, and its execution time without considering remote
calls is less than threshold, this cluster is rewarded and it moves
to the inner states of its action. If cluster C; is in the innermost
state (state number 11) and rewarded, it will remain in that
state. The movement of such cluster is shown in fig. 4.

If execution time of a cluster without considering remote
calls is greater than threshold, this cluster is not appropriate and
it is penalized. The movement of such cluster for two different
cases is as follows:

e The cluster is at a state other than outer state:
Panelizing this cluster reduces its importance and it
moves to the outer states. The movement of such
cluster is shown in fig. 5.

e The cluster is in outer state: In this case, we find a
cluster of automata in which, if one of the cluster nodes
is moved to the founded cluster, maximum increase in
fitness outcome. In this case, if the founded cluster is
not in outer state, first it is moved to outer state of its
action and then node is moved to it. The movement of
such cluster is shown in fig. 6.

Important subject is determining of threshold value. For this
consider concurrent execution time in following three different
cases:

T g ——

FALLIEr

T = el

e Best Case (100% Concurrency):

e Average Case (50% Concurrency):

e Worst Case (0% Concurrency): T

[

In above criteria, T, is concurrent execution time, Ty is
sequent execution time, and NoClusters is number of clusters.
In this paper we considered threshold value be concurrent
execution time in average case.
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a. Sate of cluster C; before b. Sate of cluster Cs after
rewarding rewarding

Figure 4. The manner of rewarding a cluster
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A P

\
JOPU o SN

b s o

NP

b. Sate of cluster C; after
penalizing

a. Sate of cluster C; before
penalizing

Figure 5. The manner of penalizing a cluster palced in a state other than
outer state

PR P AN

c. Transferring a node
from cluster C4 to C,

b. Transferring cluster
C, to outer state

a. Sate of cluster C,
before penalizing

Figure 6. The manner of penalizing a cluster palced in outer state

C. Determining amount of yielding concurrency from a given
clustering

Goal of optimal -clustering is reaching maximum
concurrency in execution of distributed code; so, for a given
clustering amount of yielding concurrency must be calculated.
In this section an algorithm is represented for determining
amount of yielding concurrency from a given clustering for call
flow graph of a distributed code. As you known concurrency is
obtained from asynchronous remote calls. When a function
such as r is called via function m in a way i=a.r(), caller
function m can run synchronous with function r until it does
not need to the return value of r. For example consider the fig.
7. In this figure interval between call of function r to the using
point of this call's outcome is denoted by T4, and execution
time of function r is denoted by EET,. Indisputable in the best
case 2T A+EETr<Td, which T, is required time for getting or
sending of parameters. In general, waiting time of function m
for getting return value from function r is calculated from the
following criteria.

Tyai = (Tg> 2T, + EET,) ? 0 : (2T, + EET,) -T4

The problem is calculating Ty and EET,. Because, for
instance, in the time of between call point and using point of
this call's outcome or in context of called function may be exist
other calls, and since it is unknown these functions will be
executed local or remote, the execution time of them are

unpredictable. For solving this problem, calculation of
execution time must be started from a method in call flow
graph in which it has not any call to other methods in call flow
graph. In fig. 8 a pseudo code is represented for determining
amount of yielding concurrency from a given clustering for call
flow graph of a distributed code.

-

i=a.r() |=
EET,< Ta EET,

Use(i)|~--

- \i

Figure 7. Calculation of exection time in remote calls

Function Speedup(CallFlowGraph, LearningAutomata):Speedup
Begin
Call TopologicalSort(CallFlowGraph);
Jfor each method m in call flow graph
if NoCalls,, = 0 then
EET,,=0;
JSor each not call statement, i, within m
EET,, = EET,, + ExecutionTime(i);
for each local call statement, c, within m
EET,, = EET,, + EET;
for each remote asynchronous call statement, r,
within m
EET,, = EET,, + Max(Tg, 2T, + EET));
for each parent, p, of m within the call flow
graph
NoCalls, = NoCalls, — 1;
End if
End for
End function

Figure 8. Pseudo code of determining amount of yielding concurrency from
a given clustering

Proposed algorithm pseudo code is shown in fig. 9.

Function CFG_Clustering(CallFlowGraph):Clusters or LA
Begin
LA = Random Clustering of Call Flow Graph;
while(Speedup(LA) < ConstantValue) do
C;j = Random * NoClusters;
if (ExecutionTime(LA,.C;) < Threshold) then
Reward(LA;, Cy);
else
Penalize(LA; , C));
end while
End function

Figure 9. Proposed algorithm pseudo code
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IV. PROPOSED METHOD EVALUATION

In order to evaluating proposed algorithm, distributed code
of implementation of TSP was used. This distributed code
solves TSP by using dynamic methods and finding optimal
spanning tree.

Table and diagram 1 shows execution time of TSP program
for three cases sequential, distributed by reference [2]
algorithm clustering, and distributed by proposed algorithm
clustering for graphs with different node and edges number.

As you observed average execution time of TSP program
by proposed algorithm clustering is less than average execution
time of sequential and distributed by reference [2] algorithm
clustering. This shows that proposed algorithm is efficient than
other algorithms, and it can be used for clustering of call flow
graph of large application programs.

TABLE 1. EXECUTION TIME OF TSP PROGRAM FOR THREE CASES
SEQUENTIAL, DISTRIBUTED BY REFERENCE [2] ALGORITHM CLUSTERING, AND
DISTRIBUTED BY PROPOSED ALGORITHM CLUSTERING FOR GRAPHS WITH
DIFFERENT NODE AND EDGES NUMBER

= = © o ~ ®
5§ 2§ S5 |25EEE|EEEiE
57 53 SE |ZES5Z|5S5552
2 E $% |AgZ<C|AEE=T
z z = | =E | =T
20 40 0.573 7.357 4.859
40 81 1.383 7.81 5.652
60 122 3.246 8.163 6.888
80 163 11.214 11.109 9.738
100 204 19.773 14.741 11.933
120 245 43.517 30.722 24.836
140 286 85.362 60.871 52.022
160 327 145.721 105.227 82.012
180 368 234.871 168.28 125.748
200 409 360.143 261.412 219.746
220 450 576.655 440.343 354.005
240 491 997.653 774.142 606.350
Average Ereetion Time | 206.6759 | 157.5148 | 125.316

1200

1000

Execution Time (Second)
o w
o o
& o
Y

I e e e e e e S e e

20 40 60 80 100 120 140 160 180 200 220 240
Graph Size
—#—Sequential Execution Time
—fl— Execution Time by Reference [2] Algorithm Clustering

Execution Time by Proposed Algorithm Clustering

Diagram 1. Execution time of TSP program for three cases sequential,
distributed by reference [2] algorithm clustering, and distributed by proposed
algorithm clustering for graphs with different node and edges number

V. CONCLUSION

Problem of finding optimal distribution for reaching
maximum concurrency in distributed programs is a NP-
Complete problem. So, Deterministic methods are not
appropriate for this problem. In this paper a learning based
non-deterministic method is proposed for this problem.
Proposed method uses learning feature of LAs to search in state
space. Evaluation results and amount of yielding concurrency
from using proposed algorithm, indicator of proposed method
efficiency over others.
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Abstract: The heuristic methods have been widely developed for solution of complicated optimization methods.
Recently hybrid methods that are based on combination of different approaches have shown more potential in this
regard. Fuzzy simulation and Particle Swarm Optimization algorithm are integrated to design a hybrid intelligent
algorithm to solve the np-hard problem such as travelling salesman problem in efficient and faster way of
solutions. The results obtained with the proposed method show its potential in achieving both accuracy and speed
in small and medium size problems, compared to many advanced methods.

Key Words: Particle Swarm Optimization, Fuzzy set and systems, Traveling Salesman Problem

1- INTRODUCTION

The Particle swarm optimization (PSO) algorithm,
originally developed by Kennedy and Eberhart [1], is a
method for optimization on metaphor of social behavior of
flocks of birds and/or schools of fish. Similar to genetic
algorithms (GAs), the PSO is also an optimizer based on
population. The system is initialized firstly in a set of
randomly generated potential solutions, and then is
performed to search for the optimum one iteratively. It
finds the optimum solution by swarms following the best
particle. Compared to GAs, the PSO has much better
intelligent background and could be performed more
easily. According to its advantages, the PSO is not only
suitable for scientific research, but also engineering
applications. Presently the PSO has attracted broad
attention in the fields of evolutionary computing,
optimization and many others [2-5]. Although the PSO is
developed for continuous optimization problems initially,
there have been some reported works focused on discrete
problems recently [6-7].

The Traveling Salesman Problem (TSP) is the problem of
a salesman who starts from his hometown and wants to
visit a specified set of cities, returning to his hometown at
the end. Each city has to be visited exactly once and we are
interested in finding the shortest possible tour. TSP is one
of the top ten NP-hard problems. It has been used as one of
the most important test-beds for new combinatorial
optimization methods. Its importance stems from the fact
there is a plethora of fields in which it finds applications
e.g., shop floor control (scheduling), distribution of goods
and services (vehicle routing), product design (VLSI
layout), micro-array gene ordering and DNA fragment

213

assembly. Since the TSP as proved to belong to the class
of NP-hard problems, heuristics and meta-heuristics
occupy an important space in the methods so far developed
to provide practical solutions for large instances of TSP [8-
18]. It is a well-known and extensively studied benchmark
for many new developments in combinatorial optimization.
Over decades, besides the well-known variants of
simulated annealing (SA) [16], researchers have suggested
a multitude of heuristic algorithms, such as genetic
algorithms (GAs) [10-13], neural networks [13-15], tabu
search [17-18], particle swarm optimization [19-21], and
ant colonies [22-25] to solve TSP.

Among recently developed non-derivative-based heuristic
methods, the particle swarm optimization (PSO), which is
a population-based algorithm for optimization, has shown
a very high potential in solving complicated problems.
Despite of its noticeable success in solving many
continuous space problems, it has difficulties in discrete
spaces like TSP. Clerc proposed a brief outline of the PSO
method for solving TSP problems [26-27]. By adding a
memory capacity to each particle in the PSO algorithm,
Hendtlass [28] applied the PSO algorithm to solve
smallsize TSP problems, and improved its performance.
Wang et al. [29] redefined the PSO operators by
introducing the concepts of “Swap operator” and “Swap
sequence”, therefore the TSP problems could be solved by
the PSO in another way. The sizes of cities in [27] and [29]
are both 14 (both of them selected Burmal4, a benchmark
problem in TSPLIB with 14 cities), and that of [19] is 17
(it selected br17, a benchmark problem in TSPLIB with 17
cities). That is to say, the sizes of cities are rather limited
in their algorithms. In this paper, we applied the idea of
swarm intelligence to discrete space of the TSP and
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proposed a new simulated annealing process taking the
advantage of particle swarm optimization. Although the

method is at the beginning of its road towards completion,

b= Jm—wf e i-nf ws-tm @

besides small cities, it has shown its capability to solve
medium size problems up to 200 cities.

This paper is organized as follows. First section is devoted
to definition of the traveling salesman problem. Section 1-
2 and 1.3 presents an overview of PSO algorithms and
fuzzy set and systems as well as defining the traveling
salesman problem. Section 2 shows our proposed hybrid
algorithm that integrated PSO and fuzzy -concepts,
analyzing how the new method utilizes PSO to solve
discrete problem like TSP. The effectiveness of the
proposed algorithm and results of implementation are
illustrated in Section 3. Further, the comparison between
the new PSO algorithm for solving TSP and other methods
is discussed through simulation results. We use TSP
canonical library, TSPLIB, for comparison of the results
with several other methods.

1.1 The Traveling Salesman Problem

A salesman has to visit n nodes, usually named “cities” or
“sale points”, cl, c2, ..., cn, given an n by (n — 1) matrix
of D including the distances between the nodes, where dij
is the distance from city ci to city cj; i, j =1, 2, ..., n. The
aim is to go through all and each one of them exactly once,
and the problem is to know in what sequence the salesman
can make it so that the total traveled distance or the total
energy consumed, namely E, is minimum. If a sequence of
the nodes is defined by s = {sl, s2, ..., sn}, then the
problem is like equation 1[23]:

)
mindem drye + D i,
LN

The previous problem has turned out to have a bigger
practical and theoretical importance than the one of
facilitating the professional life of salesmen. This problem
is a reference point forced in the Combinatorial
Optimization and is known internationally by the initials
TSP (Travelling Salesman Problem). The problem of the
TSP can be formulated as the one of finding a Hamiltonian
cycle of minimum distance in the graph of the cities to
visit and of the highways that join them. In this context,

the Hamiltonian cycles are usually called tours. It is said
that a TSP is symmetrical if for any couple of cities, ¢i and
¢j, it is verified that dij = dji; that is to say, if the square

matrix of distances (n x n), namely DT, is symmetrical. It
is called asymmetrical TSP if it is not symmetrical. If the
location of the cities is given in terms of their coordinates
in a 2 dimensional plane, then distance is measured by
equation 2:

where xi, yi, xj and yj are the ith and jth elements in
coordinate vectors, namely x and y, respectively.

1-2 overview of PSO Algorithm

The particle swarm optimization (PSO) algorithm,
proposed by Kennedy and Eberhart [24-25], is a new
optimization technique originated from artificial life and
evolutionary computation [26-27]. The algorithm
completes the optimization through following the personal
best solution of each particle and the global best value of
the whole swarm. PSO can be implemented with ease and
few parameters need to be tuned. Relying on the favor of
its inherent intelligence, it has been successfully applied to
many areas and proved to be a very effective approach in
the global optimization for continuous problems [28-29].

However, as a newly developed optimal method, the PSO
algorithm is still in its developmental infancy and further
studies are necessary. For example, the original PSO had
problems in controlling the balance between exploration
and exploitation, because it tends to favor the
intensification search around the ‘better’ solutions
previously found. In such a context, the PSO appears to be
lacking global search ability. Also, its computational
efficiency for a refined local search to pinpoint the exact
optimal solution is not satisfactory [25]. Many researchers
have proposed various kinds of approaches to improve the
PSO algorithm [12-14].

An important difficulty that PSO has faced is
implementing its discrete version. To enhance the
performance of PSO, we first propose a new method for
solving discrete problems-such as TSP- with particle
swarm optimization algorithms, and then we optimized
this proposed algorithm. Like genetic algorithm, the PSO
algorithm first randomly initializes a swarm of particles.
Each particle is represented by an n-vector pi = ( pi,1, pi,2,
..., pi,n);i=1,2, .., P, where pij is the position of the ith
particle in the jth coordinate, n is the dimension of the
space and P is the swarm size. Thus, each particle is
randomly placed in the n-dimensional space as a candidate
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solution. Each particle adjusts its trajectory toward its own
previous best position and the previous best position
attained by any particle of the swarm, namely p biandp g
respectively. At the kth iteration, the swarm positions are
updated by the equations (3) and (4):

where vij is the velocity on the jth dimension of the ith
particle, o and B are acceleration constants, 1 and u2 are
real numbers drawn from two uniform random sequences
of U(0, 1).
1-3 Fuzzy set and systems

In ultra industrial world of today, fuzzy logic has got
important and different functions at various scientific
courses like controlling engineering systems and artificial
intelligence. Dr.Lotfi Zadeh officially presented an article
"Fuzzy sets" at 1965 A.C [31]. Fuzzy logic reached to an
inclination point in 1974. Fuzzy was applied to
"controlling" by Ebrahim Mamdanie for the first time. The
international society of fuzzy systems as the first scientific
organization was established for fuzzy logic theorists and
executors in 1984 [32-34].

The first and the most successful function of fuzzy
system are "controlling". Fuzzy systems are based on rules
or knowledge. Computing the rules is the first step to
design a fuzzy system. The next step is combination of
these rules. Definition a fuzzy set "A" might be shown by
regular couples (x, MA(x)).If fuzzy set "A" is continuous,

[y

¥ And if it is discrete might

it might be shown as «
#*A(x);x

be shown as

Some of the processes of fuzzy sets are: complementary,
intersection (minimum), union (maximum). There are
various methods to evaluate rules; one of the most
applicable one is Mamdanie inference as shown by
equations 5 and 6 [35, 37].

| Bosert ¥, ¥ = minlufa O ufead [ O) |

| oarptX, P = |ufpa 60 5o ¥ | (6) |

Generalized Modes ponnes deduction might be used as

7
following: assume the fuzzy set " A’ " and fuzzy relation

"A—> B" At U*V, A fuzzy set B” at V is like equation
7.

| s = sup tfdtn pa — sen ) | (D]
Fuzzy rules bases: fuzzy rules set will be "if — then"
‘ v m o b g x [phf:}:' —inffl + 5 g x Ip-irg“—p:ﬁ:' €)) ‘

pERr _ p B LKA | ) |
When the rule "I" is presented as follow:

RI: If X1 is Ail and X2 is Ai2 ....and Xr is Air then y is Bi

Fuzzy inference engine; principles of fuzzy logic are
applied for rules' combinations. There are 2 different
methods for Inference:

1) Inference based on rules' combinations

2) Inference based on singular rules.

At second method, each rule has got a fuzzy result
and the final result is combination of those fuzzy
results. Combination is done by union or intersection.
Inference engine has got various kinds. One of them
is multiplication inference engine which is computed
by equation 8:

#g ¥ ) m max El—[;' [Hai (AT, Fﬁmﬁ’?} ®

2. Adaptive fuzzy discrete PSO optimization

As described previously, PSO algorithm basically has the
capability to solve problems in continuous environments
where position of each particle is a real number. On the
other hand, there are many problems that are basically
discrete so there are some constraints on movement of
each particle. Population size plays a very important role
in evolutionary methods, robustness and computation cost
of algorithm are also affected by it. Small population size
may result in local convergence; large size will increase
computational efforts and may make slow convergence. So
an effective population size besides keeping appropriate
diversity can reduce computational cost. To achieve these
goals, we adopt fuzzy rule base to control population size
based on the value of diversity.

2.1 algorithm overview

In the proposed method we consider some important
parameters. First, population size has an important role in
evolutionary methods and computations. Small population
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size causes convergence to local minimum. Large
population size increases the computation and cost while
the convergence is reduced.

As a result a proper population size should optimize
computation while keeping the effective diversity. The
propose algorithm uses an adaptive method to control the
population size by defining cycles where at the end of each
cycle diversity is computed. Increasing and decreasing the
population size is applied by using fuzzy if-then rules
based on diversity value. These if-then rules are defined in
a fuzzy knowledge base. Moreover, in discrete
environments we have to change basic PSO definitions and
equations to adopt with discrete environments.

2.3 Adaptive fuzzy discrete PSO optimization algorithm

In our proposed algorithm, it is assumed that the number of
cycles is C and each cycle is repeated P times (P is number
of periods). As a result, there is G generations where

F=(0CxF

The proposed algorithm partitioned to the following
sections: (1) randomly initialize population; (2) updating
velocity and position of each particle (3) fitness evaluation
and ranking particles according to their fitness (4)
calculating distance, hamming distance and entropy
parameters. Finally evaluating diversity of population
according to the three mentioned parameters at the end of
each cycle; (5) fuzzification of all the previously computed
parameters; (6) executing fuzzy inference engine'
Specifying the fired rules in FIS in order to determine
population of the next cycle; (7) defuzzifying FIS output in
order to make decision about Increasing or decreasing
population.

The pseudo code of the algorithm is showed in figure
1. Some main parts are designed in the next parts of
the paper:

FIS

ZAHEDI AND HAGHIGHI

FPSO ()
begin
Initialize_parameters (np , num_cycle , period);
initialize _population(InitPop);
for iter_cycle=1:num_cycle
num_period=1;
for num_period=1:period
fori=1l:np
i 1% < fpoess)
Xpbesti— Xi
endif
Papest = min(Preighbors)
For d=1:dimensions
Vid(er 1y =WVid(D)+CiT1 (Xppestia(t)-Xia(t))
ety X ghestia(t)-Xia(t)) );
Xig(tFD=Xia(Dvia(t+1)
if Vig(t+1)>Vinax
Vig(t1)=Vinax
elseif vig(t+1)<-Vmax
Via(t+1)=-Vinax
end
if Xia(t1)>Xmax
Xia(t+1)=Xmax
elseif Xig(t+1)<Xpmin
Xig(tH1)=Xumin
end
end
end
end
end
end

Figure. 1: Pseudo code of FPSO
2.3.1 Initialize population

In the algorithm, by assuming np as the number of
particles, positions and velocities of the particles are
generated randomly by normal distribution function.

2.3.2 Updating velocity and position

Since PSO is a population based search technique, each
particle represents a potential solution within the search
space. Each particle has a position vector and a velocity
vector, which should be updated in the general algorithm
based on equations (3) and (4). On the other hand, the
general velocity definition is no longer valid for our
problem and should be adapted on our special problem. In
our method, velocity is defined by the number of changes
in the order of nodes in each particle. The more the
velocity is, the more the number of swaps in the order of
nodes in each particle. Therefore, the formula for updating
velocity is changed to the formula in equation 9:

i (e 1) mwi (R g ':?ﬁ.:'.- I T ) o T

&)
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Where, in equation (9) the value of (pessial®) = ¥1ale))

shows the swap sequence based on local status while

(anania (8 — 2 lE) g e swap sequence based on global
status. The coefficients can determine effectiveness of
each part in the final status of particle, each between 0 and
1. For updating position same equation (4) are used.

2.3.3 Particles ranking

At the end of each cycle, fitness of each particle is
computed. Next, according to one of the selection
methods, like g-tournament, the particles are ranked based
on their fitness. When ranks of all particles are derived, the
population can be arranged from high to low according to
the ranks which they achieved. Particle ranking is
necessary for making decision about population of next
generation. For increasing the population, some new
particles should be added to the population; these new
particles are chosen among the particles with high rank.
On the other hand, for decreasing the population, the
particles with lowest rank are chosen for elimination.

2.3.4 Diversity computing

Distribution of particles in search space has an important
role in finding optimum position such that proper
distribution may result to find better solutions. On the
other hand, improper distribution causes undesirable
solution. A suitable method lead the population
distribution in problem space, is to define special
parameters like hamming distance and entropy. Based on
these parameters, it is possible to define a new parameter
called diversity. By controlling the diversity in every
cycle, population distribution will be under control.
Definition of the parameters is as follow:

Definition1. Hamming distance between two particles Pi
and Pj is calculated by equation 10 while, average
Hamming distance at each end of cycle is calculated by
equation 11:

L
35‘(95:9_1)=ZPM'P_:,R| (10)

b AL L, (11)

TN veee) =)

Definition 2: Entropy is defined as equation 12.entropy
shows degree of similarity between particles of a

ACHTE I m

population. The lower the similarity, the higher entropy is
and vice versa.

2
= - D Flog(F;} = el (12)
=

4 =
where "¢ N

Definition 3: based on equations 2 and 3, diversity is
defined by equation 13. The more types in population, the
more monotonically distributed population.

. .ET; r .Ei (13)
il L‘ .ei"iﬁ’"--m""z}]l.ma\‘.!

Note: there is an interesting relation between diversity and
density. Diversity is talking about the kinds of particles
whereas the density concentrates on particle distribution in
problem space. The lower the diversity of population, the
higher the density of population is and vice versa.

2.3.5 Problem Fuzzification

As equation 4 shows, the value of diversity is a real value
limited in the range [0, 1]. Diversity is used to make
decision about increasing or decreasing population. This
decision can be adopted according to the crisp value of
diversity. But, this way of using diversity alleviates
accuracy and efficiency of the algorithm because there is a
strong relation between diversity value and population
such that a little variation in the value of diversity may
change the decision. To improve efficiency and accuracy
of the algorithm, we propose to use fuzzy set theory. For
this purpose, the algorithm is changed to make decisions
according to the fuzzified value of diversity. Gaussian
membership functions were used to fuzzify input variables
as shown in figure 2.

2.3.6 Fuzzy inference engine

After fuzzification of inputs, fuzzy rule base or if-then
rules should be extracted based on some predefined
knowledge. Nevertheless, range of Input variable which is
the diversity obtained by equation 4, is divided in 9
different partitions labeled from very low to extra high.
Next, output of the inference engine which is the value of
increasing or decreasing population is divided to 5 different

partitions. Therefore, ¢ ¥ % =48 ifthen rules are
generated to be used in the fuzzy inference engine. On the
other hand, mamdani min-max fuzzy inference system with
centroid defuzzifier is used for reasoning.
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Optimal
Solution In 538
TSPLIB

6.8464
24713

discrete PSO
without ¢ 1655315
(Average 8)
oe 6 2.5501
PSO_TS
(e

FPSO(Averag
ed

2.3.7 Increasing or decreasing population

According to the results obtained from inference engine, it
is time to apply the results on the current population to
produce the next generation. In general if diversity of

Eil51
Optimal 426
Solution In
TSPLIB
47334
without C3

459.273

440.9

current population is inside an interval, we should add or
delete some particles to improve the diversity of
population in next cycle. In order to make the added
particles inherit features from their parents, some particles
with high fitness are selected to be added. In contrast, in
order to decrease population size, some particles with
lowest fitness are selected for omission. It should be noted
that rate of increasing or decreasing population depends on
the position of the interval.

Meembor=hip function plots.
FIS Varisbles | w2 me i s it 7 min mi
Drversay

¥ 3 Y
ingut variable "Oversty”

Figure.2Input membership function
Membership function plots

mf1 mi2 mi3 mid mfs

n N n n n n
20 a5 10 5 0 5 0 15 20
output variable "rate of increase or decrease population”

Figure.3 output membership function

3. Applications: Travelling Salesman Problem (TSP)
The results found with the technique proposed in

this work for the TSPLIB’s cases are compared
with other PSOs algorithm. Several methods were
used to compare with the technique presented in
this work. Results are shown in tables 1 and 2.

Table 1
Results of the experiments for the TSP

Table 2
Results of the experiments for the TSP

Figures 4 thru 7 execution of the proposed algorithm for
some known standard TSP benchmarks are shown. The
figures show that the algorithm successfully found
optimum tour.
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Figure.7: Eili5 Benchmark
Conclusion

In this paper, we have proposed a Fuzzy PSO algorithm;
the hybrid algorithm combining the adaptive PSO
algorithm with Fuzzy sets concepts, which is to combine
the particle swarm optimization algorithm’s strong ability
in global and local search. We can get better search result
using this hybrid algorithm. In this hybrid algorithm, the
initial particles are distributed randomly in the problem
space; a global searching is assured around the global

s = o S 000 optimum. But due to some parameters such diversity,
fitness and population size, we adopt a new decision about
Figure.5:berlin52 Benchmark population size. In adaptive particle swarm optimization
(PSO) algorithm, we introduced a Ranking selection
strategy. In the FPSO-BP algorithm, to know when the
searching process is transited from the current state to next
state (because of this we call ladder) a fuzzy rule base way
was introduced. That is when the best fitness value in the
history of all particles has not changed for some
generations (i.e., ten generations), the search process
would be transferred to next state.
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Abstract - This paper gives an overview of the development of a
new software solution for project management, intended mainly
to use in industrial environment. The main concern of the
proposed solution is application in everyday engineering practice
in various, mainly distributed industrial companies. Having this
in mind, special care has been devoted to development of
appropriate tools for tracking, storing and analysis of the
information about the project, and in-time delivering to the right
team members or other responsible persons. The proposed
solution is Internet-based and uses LAMP/WAMP (Linux or
Windows - Apache - MySQL - PHP) platform, because of its
stability, versatility, open source technology and simple
maintenance. Modular structure of the software makes it easy for
customization according to client specific needs, with a very short
implementation period. Its main advantages are simple usage,
quick implementation, easy system maintenance, short training
and only basic computer skills needed for operators.

INTRODUCTION

Distributed industrial companies, which include outsourcing
of activities like planning, management and fabrication, are
very challenging for business management, because the
project members and teams have to be able to communicate
the status of on-going project or projects. Efficient way to
collect, analyze and transfer the project information, as well as
tracking and coordination of information exchange are crucial
for successful project finalization. A proper software solution
can greatly improve the management of information among
the project members and between the project team and other
parties involved in the project.

In order to cover these functional aspects, this software
solution will be able to collect accurate information between
organization units in real time. The final goal of such system
is to provide the right information at the right time to the right
person or group of persons (project member, group of

members, project manager, etc). Also, documents concerning
the project activities are a very important issue in this context.

Monitoring and tracking of the project team activities is very
important, in order to carry out corrective actions when
needed, thus avoiding additional work, duplication of data and
other related costs (some reasons that lead to project failures,
cost and time overruns are explained in [1]). By developing
easy-to-use tool which enables an end user to efficiently
access relevant data, the above issues can be solved, reducing
delays and costs and increasing project efficiency.

The subject of this paper is development of flexible, but easy
to use project management engine, designed to help end users
to track processes and solve problems related to project
management in industry. Software will be set as a highly
secured web application (or communication interface),
accessible through any standard web browser working on any
platform (PC, PDA or mobile). Access to project data will be
controlled through multiple layers of user levels, each
corresponding to real-life access rights of project team
members. All this will enable access to relevant data in real
time, when and where needed. In situation when project
members are scattered on different locations (and often in
different cities, countries and/or continents), such software
tool based on modern Internet technologies will be able, in
many cases, to solve communication and coordination
problems. In addition, close cooperation between
management, field engineers, supervisors and other team
members can significantly improve the process of problem
solving and help to minimize delays and off-time.

Research that led to development of this software was
conducted through interviews, discussions and experience
exchange with managers, engineers and technicians working
in several large or medium companies and their branches in
Serbia. Software itself is being developed under Eureka
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E!4573 project. Development of this system is based on
experience concerning many real-life engineering problems in
several industry areas.

PROPOSED SOFTWARE SOLUTION

Having in mind that this software is intended for use mainly in
medium and large companies, very important goal is to
improve possibilities for company management to
simultaneously track, coordinate and manage multiple projects
within the company (Fig. 1). From the point of view of the end
user (i.e. engineers or other staff members working on site),
this application should help them to track their task list within
the project (or multiple projects) and to coordinate activities of
team members in the most efficient way and in accordance
with planned budget and timeframe. Regarding benefits for
the project manager, he or she will get precise overview of the
current state of the project, financial balance (income,
expenses, etc), degree of completion of planned goals,
activities and tasks assigned to project members, results etc.

Basic information about the project, i.e. the project initiation
data, including the planned and actual income/expenses, are
summed on the General data screen - Project overview, as
shown in Fig. 2.

Project teams are defined in a flexible and easy way, allowing
users to participate at different levels with different roles,
depending on the project type and characteristics. Access
rights are granted in accordance with access rights which
specific person has in real life. Projects are defined with
resources of different kind and they can be split into different
tasks (Fig. 3), each with defined time schedules. The resources
and time schedules can be viewed as tables, Gantt charts or
other appropriate according to client specification (Fig. 4).

As in real life, it is not mandatory for each team member to
have access rights to project data or even a user account (i.e.
technicians, operators, etc.). Depending on role in the team
and degree of involvement, project manager with assistance of
system administrator will be able to specify which project
members will have user accounts (either active or inactive).
For team members with user account, project manager will be
able to specify their access/moderator rights to the project.

Company management
|
i 1

\ Tasks:

T1,T2, T3,
= P 3
2 § .. ——Member 1
% 2 s = —Member 2
3|3 ‘
2 Member k
Project 1 Project 2
L ] L J
1 1

Project manager 1 Project manager 1

Fig. 1. Organization scheme

Project overview
Froject title: Test project
Project ID:  ProjectlD-11-2009
Status:  Status not defined
Submitter: Wiley E. Coyote
application date:  17.11.2009
Categories:  Machinery
Description:  Short description of Test project

Resume: Mot uploaded

[[General data | [ Structure | [Team | [ Goals | [ Results | [ Expenses | [ Todo list | [ Documents

Menagement
Caontractor:
Project manager:  admin admin
Time frame
Start date:  17.11.2009
Project duration: 16 months
End date; 17.02.2011
Budget [RSD]
Budget planned: 0 RSD
Cornpany participation:  100%
Partners participation: 0%
Budget real: 0 RSD
Real cost: 0 RSD
Budget [currency]
Budget planned: 0 EUR
Cornpany participation:  100%
Partners participstion: 0%
Budget real; 0 EUR
Real cost: 0 EUR

Fig. 2. Project overview

Also, in case that project member has active user account but
no access rights to project data, he or she will still be able to
track his/hers task list and granted access rights through "My
profile" module. This module tracks information on tasks and
accomplishments of that project member, while his/hers
supervisor confirms in the project administration panel which
task/activity/etc. is successfully finished.

The main channel of communication among the project
members is Internet; hence it does not matter on how the user
approaches to relevant information. In addition to standard
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access with PC, laptop or webbook, it is also necessary to
enable access through mobile devices, like web enabled cell
phones or PDAs (i.e. for repair and maintenance staff on site,
to fetch needed information from the database). Also, one of
the main features of the software is an easy access, tracking
and control of the relevant documentation.

Development of this software will be conducted throughout
the following stages:

—  Software design, which will accommodate common
needs of companies from various industrial branches in
the field of project management.

— Development of software engine as web application.

— Development of the user interface for different platforms:

o PC/laptop/webbook,
o Mobile devices (PDA, cell phone).

Project1

General information
Team

Access rights
Tasks

— Task 1

General information
Income / Cost
Assignments
Issues

Goals

Results

Documents

General information
Income / Cost
Assignments
Issues

Goals

Results

Documents

— Task 2

—— Task n

Reports HR (project team)

Income / Cost (financial balance)
Structure (Gantt chart)

Issues

Goals

Results

Fig. 3. Project subdivision

In this paper, only basic application modules will be
discussed, which are currently being developed. User interface
is very easy for use. Each module will have a user front-end
and administrative back-end, including the distribution of the
options in accordance with the assigned user level and access
rights defined for each user.

MAIN FEATURES OF THE APPLICATION

Software automation of project management process enables
the following: remarkable saving of time, application of
planned execution procedure, quick response to unpredicted
situations and problems, visualization of data, exceptionally
fast and easy comparison of the planned and actual (on-site)
state of the project and its phases or activities. Besides,
considering that it is a Web based software, the results of each
database updating or updating of the software code itself are
immediately visible for the end users and available without
delay on their computers (no additional installations, local
updates etc).

The proposed software solution is flexible and open, and is not
rigidly connected to the company structure, i.e. it can be
adjusted in accordance with the requirements of a project and
especially with the real on-site situation. It is intended for use
mainly by engineers and management, without a strict
dependence on book-keeping, accounting or enterprise
resource planning (ERP) software used in the company
(challenges of ERP software implementation are discussed in
[2,3]). In fact, the proposed solution can be used in parallel
with other software, enabling the management better insight
into the real state of the project (mainly from the engineering
point of view).
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Project: Test project
# Phase f Activity Time frame Duration 2009
[Dara] [menths] il
P1 Phase #1 Mo ABA0E !
P2 Phase #2 B naaie !
P3 Phase #3 SO0 3
P4 Phase #4 i:g;sg:g s
PS Phase #5 CoTosb0i 2
P6 Phase #6 oG !
P7 Phase #7 B anin 6
P8 Phase #10 icareoa 1o
P9 Phase #8 i:ggsg:g 3
P10 Phase #9 R Tbeb i !
Legend:
[ unfinished [ Finished

2010 2011
1 z 2 4 5 & 7 =l Ll 10 11 1z 1 2
\
|
|

Fig. 4. An example of the report: Gantt chart of the activities and assignments schedule during the period of project realization

The state-of-the-art technology is implemented, in order to
insure efficient, robust and safe functioning of the application.
Standard SQL database system is used as a core database, but
all relevant data will be encrypted using advanced 128-bit
encryption algorithms, to obtain maximum security. The
platform for main application engine development is LAMP
(Linux - Apache - MySQL - PHP) or WAMP (Windows -
Apache - MySQL - PHP). All the components of these
platforms are very reliable, often-used and robust systems
already installed on many commercial servers [4]. Company
staff required to maintain the system is reduced to minimum,
resulting in a moderate cost of software exploitation. Due to
its user-friendly environment, administration doctrine and
access rights distribution, training course for system
administrators and operators will be reduced from several
months to only 2-5 work days. Dynamic user interface with
various visualization tools shall enable the management of
distributed industrial company to have real-time insight into
work progress on projects.

Concerning the representation and accuracy of the project data
in this software, it is created in the simplest possible manner,
in order to emulate typical project structure and provide all the
necessary information for users. Such approach can be applied
in most companies, without the need for significant changes.
Further, only limited number of responsible team members
will have access rights (typically engineers and managers

responsible for certain groups of people), in order to increase
the efficiency, simplify the procedure and minimize the
problems caused by involving too many people into data
acquiring and tracking process.

Great benefit of this loose structure (example for one phase is
given in Fig. 5) is that the possibility of error caused by
human factor is greatly reduced in comparison with the rigid
structure of ERP software where all information is correlated
and thus missing information (especially about some
unplanned situation) from the project members could cause by
chain reaction problems and delays on all levels.

Multilayer password protection, as well as multilayer access,
provides security features that will ensure the security of all
project data. It will enable multilevel modular structure of the
system. Access rights will be adjustable for users on each
module, based on:

—  General access settings for each module,

— Each team member working on specific project can be
given special access rights (or access denial for some
submodules),

— List of users with full and/or partial access rights to the
project can be specified (e.g. project manager(s) vs. company
manager(s)). In that way, real-time management would be
achieved, enabling quick response on each project task.
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Project structure Details
[[General data |[ Expenses |[ Goals ][ Results |[ Todo list |[ Documents |
:; Phase #2 @ ?hf“: Ehase #1
F3 Phase #3 Ge®@ Pezcaption:
F4 Phase #4 Q@
FS Phase #5 Qe @
Fé Phase #6 Qe @
:: ::::: :;n g Start date: [17 2. [11 =] dd.mm.yyyy
F9 Phase #8 Qe @ Duration: @ month
PRRIEOLE R End date: 17.12.2009
Status: [~ Completed
Budget [RSD]
Planned: [0 |RSD
Company participation: %
Partners participation: 0%
Budget real: |EI | RSD
Real cost: |0 |RSD
Budget [currency]
Planned: |EI ”EUR -f
Company participation: |100 %
Partners participation: 0%
Budget real: [0 | EUR
Real cost: [0 | EUR

Send I Reset I

Click only once on Send button!

Fig. 5. The structure of the project

Relevant industrial standards concerning information security
are taken into account, through verification of the access
rights, access location and format/content of submitted data.
Concerning the access locations, access could be granted only
for machines working in virtual private network (VPN),
Intranet and/or local network, or from any location by HTTPS
protocol, depending on the company size, business type,
management preferences, security policy and network
configuration. Verification of format and content of data
entering the system is another important feature of this
application - all the data submitted by users will be checked
by format, length and content.

The platform for the application consists of a database and
web server, as shown by the schematic representation given in
Fig. 6. Basic module list and accompanying features
embedded in application are:

- General access rights control

- Administration panels for each module / submodule
- User accounts management

- Project management

- Template engine

Users

4 ‘\\‘ .
Database :

Fig. 6. Application structure

The project management module is split into several basic
submodules:

- General information

- Income / expenses

- Goals

- Results

- Team

- Diagrams and reports

Due to the concept of the application, it is important to
emphasize that the user interface and all generated reports can
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be quickly and easily translated into any language. Advanced
template engine allows quick adaptation of screen design,
forms and reports. Additionally, reports can be generated in
HTML, PDF or other file formats, all in accordance with the
end user requests.

CONCLUSIONS

The paper presents the status of the project management
software which is currently being developed under the Eureka
E!4573 project. It is a software environment for project
management in industrial companies, a flexible and easy to
use tool which enables access to the project data through
multiple layers of access levels. It is mainly designed to help
engineers and managers involved in industrial projects to get
information about real on-site situation and status of activities,
which leads to more efficient decision making process. The
aim of the work in the future period is adaptation of software
in order to allow access to application from mobile electronic
devices (PDAs, mobile phones, etc), development of more
options and modules for advanced functions of the project

management process needed in distributed companies and
testing the entire system in real life industrial environment.
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How to Construct an Automated Warehouse
Based on Colored Timed Petri Nets
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Abstract- The automated warehouse considered here consists of a
number of rack locations with three cranes, a narrow aisle shuttle,
and several buffer stations with the roller. Based on analyzing of
the behaviors of the active resources in the system, a modular and
computerized model is presented via a colored timed Petri net
approach, in which places are multicolored to simplify model and
characterize control flow of the resources, and token colors are
defined as the routes of storage/retrieval operations. In addition,
an approach for realization of model via visual c++ is briefly
given. These facts allow us to render an emulate system to
simulate a discrete control application for online monitoring,
dynamic dispatching control and off-line revising scheduler

policies.

Keywords-colored timed Petri net(CTPN); automated warehouse;

automated storage and retrieval system; modeling; multicolor

[ INTRODUCTION

Automated warehouse are computer-directed storage and
transport facilities for large capacity and high volumes of
handled materials. In a typical automated warehouse, it can be
composed of three subsystems. The first one is called crane
subsystem which consists of storage racks erected along aisles
with the automated stacker cranes which travel within an aisle
performing storage from buffer station and retrieval operations
from racks; The next is shuttle subsystem, in which the shuttle
machine transfers pallets from main input stations to the buffer
stations with the roller; the third is buffer stations to the buffer
station subsystems which consisting of several buffer stations
with the roller which provide transporting between crane
subsystem and shuttle subsystem. The case addressed in this
paper in the
literatures[1,2,3,4,5,6], since the presence of the buffer station
subsystem is considered.

A two-hierarchical control structure is proposed ad the

is more general than others presented

system operational level [4]; the first is called the scheduler,
which decides a control strategy on the basis of current
subsystems’ state in order to maximize the system through put;
it receives from a higher scheduler system loading/unloading
orders with a set of possible destinations in different aisle and

produces the route for a pallet, crane or shuttle. The other is
the resource controller, which receives and fulfils the route
from the scheduler. The model in the paper aims to the
resource controller. In the resource controller level, the main
and almost operations are resource-oriented; therefore, it is
necessary for modeling the resource controller system to study
the behavior of resources, especially for active resources
consisting of the pallets, the cranes and the shuttle. The
behaviors of resources are divided seven types in the paper,
and the control flow of automated warehouse is unified of all
these types of the behaviors.

Colored Timed Petri Nets (CTPN) have resulted to be
effective tool for automated warchouse modeling [4,6,8,9].
The literature [4] proposed a CTPN model to describe in
concise and efficient way the dynamics of an AS/RS
(automated storage and retrieval system) serviced by rail
guided vehicles in control perspective; The literature [6]
obtained model modularity of AS/RS by CPN, which was
decomposed in six modules which communicates via fusion
places. However, in these literatures [4,6,8,9], the behaviors of
resources are not clearly clarified in modeling, so that not only
the model intends to complex, but also the information of the
system easily loses. This paper aims to model automated
warehouse in fig 1 based on the behaviors of resources via
CTPN in modular way, and the model is to be more concise
and more conveniently computerized; in addition, the
approach of CTPN here is to multicolor places in order to
simplify the model and characterize control flow of the
resources.

The paper is organized as follows: in section2 an
automated warehouse under study is described, including its
control structure and analyzing of its active resources’
behaviors, in section 3, following a brief approach of CTPNss,
a modular model of behaviors of active resources is explained,
in section 4, the approach of realization for model in section 3
via visual ct++ is briefly given; finally, several concluding
remarks are reported.
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II. SYSTEM DESCRIPTION AND BEHAVIOR
ANALYSISE

An automated warehouse considered here is decomposed
into three subsystems (see figl): crane subsystem, buffer
station subsystem and shuttle subsystem. In crane subsystem,
each narrow aisle stacker crane serves two storage racks, the
marks 101,111,134 in fig 1 represent crane input stations from
which crane carries a pallet and transfers to the rack location;
the marks 106,117,127 represent crane output stations to
which crane transfers a pallet from rack locations. In buffer
station subsystem, each buffer station is equipped with the
roller, a pallet van be transferred between consecutive buffer
stations. In shuttle subsystem, there are three main input
stations and one shuttle.

- 5| -
I Buffer station with
i !
the roller
I
‘ 4
Crane —
aisle > 3| o
i Buffer station
- :| - subsystem
|, = ¥
i ! *
crane ﬁ } Main output
station
- :| - - -
N
\ - E - Main input
] station
AV !
L -
‘ 4
. shuttle -+
Crane )
subsystem .
7 Shuttle 351]/
Shuttle subsy s[ﬁm

Fig. 1. Automated warehouse layout

In order to identify all resources, the automated
warehouse layout in fig 1 is marked in fig 4, where v denotes
the shuttle, its aisles are divided into three positions: pv1,pv2
and pv3; rs1,rs2 and rs3 represent three cranes; p29,p30, p31
are three cranes’ home positions; p01, p02 and p03 are main
input stations, p3 is main output station, others are buffer
stations, there into, p15,p16, pl9 and p25 is shared buffer
stations which can transfer storage/retrieval pallets. On the
other hand, for sake of simplicity, it is supposed that every
crane serves two racks, each with four locations; Fig 2 shows
the rack locations and crane positions where crane rs3 can

shift.

Fig. 2. Example of a servicing two opposite racks.

A. Hierarchical Control Structure

In control system of automated warehouse, A
two-hierarchical control structure (Fig 3) is proposed at the
system operational level [4], the first is called the scheduler,
which decides a control strategy on the basis of current
subsystems’ state (in fig 3, the arrow to the scheduler from the
resource controller is omitted) in order to maximize the system
throughput; it receives from a higher scheduler system
loading/unloading orders with a set of possible destinations in
different aisle; it produces the route for a crane, a shuttle or a
pallet, and assigns shared buffer stations to carry a pallet in
their consecutive stations; the other is the resource controller,
which receives and fulfils the route from the scheduler. The

model in the paper aims to resource controller.

Input station or rack location

Shuttle Shared
station

Resource
Controlle

Fig. 3. Hierarchical Control Structure

B. The Workflow of Resource Controller

1)The storage operation: When a new pallet arrives at one
of main input station, the scheduler assigns a storage route to
the pallet which starting from main input station, following a
certain number of shuttle aisle locations to several buffer
stations and a certain number of crane aisle locations to the
corresponding rack location. i.e. when a pallet in py; is to be
stored in storage location p,gy4, the scheduler will assign such
route to the pallet as po—pyi—Pw2—P12—P13=P1a—P15—P1s
—P17=P1s—P19 —P20—>P21—~>Po—P29—P201—P202—P2o24; then
the shuttle v is booked, loads the pallet from py; and transfers
to pip; the buffer stations then transmit it to po, finally, the
crane is booked and carries it from p, and sends to rack
location pyopg.

2)The retrieval operation: 1f a pallet is to be retrieved, a
crane will be booked b scheduler to travel to the rack location
and loads it to buffer station (i.e.ps, ps and pg), then the pallet
will be transferred to main output station p;. A route of the
pallet assigned by the scheduler is like: pagas—P2o2—P201—P29

P8 P19 P22 P23 P2y P2rs—Pag—Pa.
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N~ ST N——T ] —~
rsl rs2 rs3
tpa| P31 | 45| 4pe| P30 | tP7 | 4P| P20 | tpo
P13 [—p1a] P15 | pi6 [—pir] pis | eio [=peo] b2
1 P12 v P25 [~P24 | —P23 | <P22
(7.0717; py2 :7':1%PV3 i P28
[ troi] troz] tpos] i P3

Fig. 4. Automated warehouse marked layout

C. The Behavior of Active Resources
In resource controller level, the main and almost
operations are resource-oriented, therefore, it is necessary for
modeling the resource controller system to study the behavior
of resources, especially for active resources consisting of
pallets, especially for active resources consisting of pallets,
cranes and the shuttle. It is the behaviors of these resources
that can change the control system’state. A route of an active
resource represents a set of places along which an active
resource can be transited. In following sections, the main
study aims to analyze the behaviors of active resources and
classify them, in section 3, and then a CTPN is applied to
model the events of these behaviors.

Firstly, the behaviors of a pallet in clued getting the route,
loaded, transferred and unloaded by the shuttle or a crane,
transmitted by buffer stations. Secondly, the behaviors of the
shuttle or a crane is composed of getting route from the
scheduler, loading and unloading one pallet, and moving
between shuttle or crane aisles with a pallet or not.

Being considered enabling conditions of these behaviors
and their results fired, seven types of behaviors are identified
as follows:

1-type behavior: called entering. When a pallet enters the
system or is to be retrieved, the scheduler will assign a route to
this pallet, the result is that the pallet will get the route.

2-typr behavior: called loading. A pallet is to be loaded by
a booked shuttle/crane. Including that the booked shuttle
loading a pallet from main input station, and a booked crane
loading a pallet from buffer stations/rack locations. The result
is that the pallet will enter the shuttle or crane; its route will be
changed with cutting current place, which represents that a
shuttle or crane has carried a pallet, then, the information of
the pallet’s current place will be cleared.

3-type behavior: called transferring. A booked or loaded
shuttle/crane shifts, or a pallet is transferred between consecutive
buffer stations. The result is that the pallet, the shuttle or the crane
enters next place; its route will be changed with cutting current
place, and the information of current place will be cleared.

4-type behavior: called unloading. The shuttle or a crane
unloads a pallet into the buffer station or rack location. The
result is that the pallet enters a buffer station or rack location
and its route will be changed with cutting current place, and
the shuttle or a crane becomes idle in current place.

5-type behavior: called booking. The shuttle or a crane is
booked by the scheduler to carry a pallet. A route from current
place to place of the pallet will be assigned by the scheduler.
The result is that the shuttle or a crane gets this route.

6-type behavior: called sharing. When one more pallets is
enabled to transfer to shared buffer stations such as pl15, p16,
p19 and p25, the scheduler will give an instruction to shared
buffer stations to tell which pallet can be loaded.

7-type behavior: called leaving. A pallet is to leave from
main output station. The result is that the information of main
output station will be cleared.

booking

shuttle and/or

entering . | loading & uansferring
———{  paller ] [ shuwe | pallet

Transferring/
sharing

]

loading

booking

unloading| crane and/or |transferring  e—
crane
pallet /—‘

Fig. 5. The process of storage operation

booking

entering loading transferring | crane and/or

pallet
leaving ——— Transferring/sharing I
< pallet e pallet

Fig. 6. The process of retrieval operation

Based on seven types of behaviors mentioned above, the
process of storage/retrieval operation in automated warehouse
can be described as fig5 and fig6.

[l MODELING OF THE SYSTEM VIA CTPN

This section describes the CTPN modeling seven type
behaviors mentioned above. A modular and resource-oriented
CTPNs model is proposed. In particular, places are such
stations as main input/output stations, buffer stations, rack
locations, and crane/shuttle aisle places; tokens are the pallets,
the shuttle and the cranes, while token colors represent the
storage/retrieval routes. In addition, transitions model events
of seven-type behaviors of the active resources. In the
following section we briefly review such modeling approach.
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A. The approach of CTPN modeling the system

The CTPN setting extends the framework of PN by
adding color, time and modular attributes to the net [7]. The
color attribute is developed to deal with systems that have
similar or redundant logical structures [6]. The time attribute
allows various time-based performance measures to be added
in the system model. A time delay can be assigned to places to
model the time properties of a system. We assume that the
reader already knows concepts and terminology of Colored
Petri Nets(CPN). Nevertheless, [4,7,8] can be consulted about
the overview of CTPN. Let us briefly describe the approach of
CTPN modeling the system shown in fig 1.

A colored timed Petri net is a 9-tuple CTPN= (P, T, Co,
Inh, C,, C, Q, Ti, Mo)where P is a set of places, P=PpyP’, P'
is a set of virtual places which are introduced to accommodate
Pp=PvUPinUPcUPrsu
PrlUPoutU Psc, Pin={py1,po2,po3}, Pout={p;},Prs is a set of the
crane aisle places, Pv={p,o1,pvo2,Pvo3}>» Pc is a set of buffer
stations, Psc={p;s,pi6,P19,p25}, and Prl is a set of rack locations;

instructions from the scheduler,

p denotes one place; T is a set of transitions modeling events
of seven-type behaviors mentioned in section 2, t denotes one
transition; Tokens represent the pallets, the shuttle, three
cranes and instructions from the scheduler; in particular,
tokens here are colored with a route such as <pj,pm,....pn>,
PisPms----Pn € Pp; Co is a set of nonempty types, called color
sets, Co(P) is a set of peP, Co(p) is the token color in p€P,
Co(T) is a set of tET and Co(t) represents two consecutive
pEPp. Inh is a weight function for an inhibitor arc which
connects a t€T to a p€Pp, here Inh(p,t)=1, Inh implies that a
transition t can be enabled if p does not contain any token.
Cy(PT) and C(PT) are
pre-incidence |P| x |T|
a transition t T is enabled at a marking M with respect to a
color ce Co(t) if for each pe t, M(p)=C-(p,t)(c):this is denoted
with M{t(c)}. When fired,
M'(p)=M(p)-C-(p,H)(c)+C(p,1)(C).

The set Q is defined as follows: Q=U _, {C(x)}.
Mo is the initial marking of the net.

the post-incidence and the
matrices respectively. In particular,

new marking

Definition 1: a transition t;,, represents a token in p; ePp is
to be transferred from p;€Pp to p,, €Pp (i, mEN), and:

Co (token ) =< pi,Pms--- >

Co (p;) = Co (token ); Co(pm)=0;

C.(pi, tim)(C) =< Pispm>;

Ca(pm.ti, m)(c) = Co(py)-< pi >;

M(p;) = Co(pi), M(pm) = Co (pm)-

Definition 2: M(p;)=<p;> describes that a pallet is in p; and
with no route if p; €Prc, a shuttle is in p; and idle if p; EPyv,
or a crane is in p; and idle if € Prs.

Definition3: If Py C P, P1={p;,pa,....pn}, nE N and colored
token in p; €Py, then the color Co(P;) of P; is <py,pa,....pr>,
and the color Co(p;) of p; is token color. Such is called places

multicolor.

Then, to investigate the performance of system, a global
clock 7€ N is introduced [4]; moreover, Ti is a set of
t,eN, t,: P, — N, where ti(p) describes the earliest time
at which a token in pEPp can be removed by enabled
transition. In addition to token colors, a time stamp A is
attached to each. A(p) is reset as soon as the token arrives in
the pEPp. If Mp)>ti(p), then the transition enabled by the
considered token is ready for execution.

B. Modeling the Behaviors of Active Resources

In following subsections, The CTPN is applied to model
the behaviors of active resources, and a rectangle shows a
virtual place p'; if following transition fired, the information in
virtual place p' will be cleared.

1) The CTPN modeling entering behavior

The dynamics of entering behavior is modeled by the
CTPN in fig 7. P' is a set of virtual places, Pi=Pin U Prl, Ty ;i
describes events that the scheduler assigns a route to the pallet
in Pi, for storage or retrieval.

P’ Ty i P;
Fig. 7. The CTPN modeling entering behavior.

For each tE T, ;;, its enabling conditions are:
Al) M(p; ) =0, p; € Pin; M(p;) =<p;>, p; € Prl.
A2) M(p)=<p,...>-
If t€T,,; is ready and fires, then the new marking M' is
the following:
M’ (p)=<pi,...> D
M’ (p")=0 ()]
Then AM(pi) is reset and begins to count.
2) The CTPN modeling loading behavior
Fig 8 shows loading behavior including the shuttle
loading a pallet from pgi,po2 and pes, or the crane loading a
pallet from buffer stations or rack locations.

Fig. 8. The CTPN modeling loading behavior.

In fig 8, p; =PinU P, U {pa4, p7,ps}; Pun=P, U Py. Here, if p;
is one of elements in Pin, then pmEPv; else pmEPrs. Tip
describes that a pallet with the route will be loaded into a
shuttle or a crane from p; to p,. P' is a set of virtual places
containing the instructions that which pallet the shuttle or a
crane is to carry.
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For each i, €T m, if pmEPm, piEPI and p'EP, its
enabling conditions are:
BI)  M(m)=<pn> B2)  Mpi)=ti(p).
B3)  M(p)=C-(pi,tim)(€) =< Pi,pm>
B4)  M(p) = C- (p", tim)(€) =< pi.pm >
If t; € Ti m, is ready and fires, then the new marking M' is
the following:
M (pn)=C+(Pr, 2)(©) + M) =< prmsc- > (3)
M’(p)) =0 “
M'(p)=0 ()
Then A(pp,) is reset and begins to count.
3) The CTPN modeling unloading behavior
Unloading behavior includes that the shuttle unloading the
pallet into buffer station and crane unloading the pallet
intorack location or buffer station, shown fig 9.

Fig. 9. The CTPN modeling unloading behavior.

Pi=Pv UPrs, P,={p12,ps.pe,ps} U Prl. Here, if Pi=Pv, then
Pm 1S pi12; else pnE(PrU {ps, pe,ps}); Ti,m describes that a
pallet in the shuttle/crane will be unloaded from Pi to Pm.
For each t;,ET; , if pnEPm and p;EPi, its enabling
conditions are:
C1) M(pw) =0.  C2) Mpy) > ti(pi)-
C3) M(pi) 2C- (pis tim)(©) =<pi, P>
If t;;n €Tin is ready and fires, then the new marking M' is
the following:
M (i) =C o (Poms i) (M (Prn)=<Prms .- .> (6)
M’ (pi)=<pi> O
Then Mp,,) is reset and begins to count.
4) The CTPN modeling transferring behavior
Fig 10 shows the CTPN model of transferring behavior.
P, P,=P,UPrsU Pc; Here, either P;P,=Pv, or P;,P,=Prs,
or P;,P,=Pc; T, describes events of all transferring behavior.

Fig. 10. The CTPN modeling transferring behavior.

For each t;, €T, \, if pnEP, and p;EP;, its enabling
conditions are:

DI M(pw )=0.  D2) Mp;i )= ti(pi)-

D3) M(p)=C-(p; ,tim)(€) =<Pis P>

If t;n € Ti is ready and fires, then the new marking M' is
the following:
M'(Pnu):c+(Pm, ti,m)(c) + M(pm) =<Pms- .-~ (8)
M’(pi)=0 )]
Then Mp,,) is reset and begins to count.
5) The CTPN modeling leaving behavior
In fig 11, p; is main output station, T3¢ describes a pallet
is to leave the system.

(—1

Ps Tso

Fig. 11. The CTPN modeling leaving behavior.

For each t; € Ts , its enabling conditions are:

ED) M(ps) =<ps,0>  E2) Mp3)=ti(ps)

If t; is ready and fires, then the new marking M' is the
following:

M’(p3)=0 10)

6) The CTPN modeling sharing behavior

In fig 2, when a storage pallet, i.e. in py4 and a retrieval
pallet in ps arrives at the same time, the conflict will occur in
p1s- In such condition, the scheduler will intervene; here p;s is
called a sharing station (Psc={pis,pis,p1o P2s}). Fig 12 shows
the CTPN model of such sharing operation.

Fig. 12. The CTPN modeling sharing behavior.

In fig 12, P' is a set of virtual places containing the
instructions that decide either T;,, or Tj,, is to occur. Here,
(Pi,Pj,Pm) i {(P14:ps5:P15)5 (P15:P6s16); (P18:Ps:P19)5 (P24-P16:P2s) s
T;m(Tjm) describe a pallet in Pi(P;) is to be transferred to Py,

For each €T m, if pnEPn and p;EP;, its enabling
conditions are:

FI) M(p)=0.  F2) A(p)2ti(p).

F3) M(pi) =C.(pistim)(c) =<P;,Pp>

F4) M(p) =<pi.pu>

If t;,, €Ty is ready and fires, then the new marking M' is
the following:

M‘(Pm):C+(pm, ti,m)(c) + M(pm) :<Pma s (1 1)
M(py)=0 (12)
M'(pi)=<pj, P> 13)

Then A(p,,) is reset and begins to count.

M' (p')=<pj, pm> denotes that a pallet in p; has been
transferred into p, the next operation is Tj,. For each t;;, € Tj,
the operation is similar to tj, € T; .

www.manaraa.



232 CHENG AND HE

7) The CTPN modeling booking behavior
In fig 13, P=P,UP,. For each tET,,, its enabling
conditions are:

G1) M(p)=<p>. G2) M(p')=<p;, ...>

o >
T,

D i P

Fig. 13. The CTPN modeling booking behavior.

If t€T,, is ready and fires, then the new marking M' is
the following:
M'(P;) =<P;,...> (14)
M'(p)=0 15)
M'(pi) =<P,... > denotes a shuttle or a crane is booked with
a route from current location to destination for loading.

IV. IMPLEMENTING MODEL OF CTPN WITH VC++

Based on the approach of the CTPN modeling seven-type
behaviors of the active resources in automated warehouse
described above, the simulations of the whole system can be
performed in the Visual C++ environment, where seven
transition functions emulate the seven-type behaviors. The
whole system is mainly composed of the scheduler subsystem
and the resource controller subsystem which includes such the
modules as class defining, main process, the seven transition
functions and several auxiliary functions and procedures; due
to space limitation, only the flow chart of main process
module is briefly given in fig 14.

| Initialization hetween claggeg and ingtanceg |
Initialization between classes and instances
y + E No
Find token with the @
route in places
Yes

Choose which type transition functions based

on current place and next place of tokens

| Execution of selected transition function |

| The shift of animated bitmaps in dialog form |

Fig. 14. The flow chart ofmain process of the resource controller module.

In main process module, a dialog form simulates the work
flow of all resources in fig 1,and many animated bitmaps
describe the shift of the active resources. When one of
transition functions has been chosen, it's enabling conditions
base on either A1-A2, or B1-B4, or C1-C3, or D1-D3, or
El-E2, or F1-F4, or G1-G2;then fired, new marking M' is
updated either according to equations (1)-(2), or (3)-(5), or
(6)-(7), or (8)-(9), or (10), or (11)-(13), or (14)-(15).

V. CONCLUDING REMARKS
CTPN results

resource-oriented systems such as the automated warehouse. It

to be effective for modeling the
is necessary for modeling resource-oriented systems to
analyze the behaviors of the resources, especially for active
resources. Based on study of the behaviors of the active
resources, the dynamics of an automated warehouse can be
modeled with CTPN in a concise and efficient way, in which
places are multicolored. The paper defines in detail the CTPN
modeling each event of the behaviors in the system: the pallet
entering the system, the pallet being transferred/loaded /unloaded,
a pallet leaving from system, a crane or a shuttle being booked
or shifting, and a buffer station being shared. To do so, the
implement of the model becomes easier via Visual C++. The
approach allows us to obtain a resource-oriented model
suitable for real-time control applications. Further study on
developing the scheduler model and designing favorable
dispatch policies to improve the whole system performances is
now in progress.
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Abstract- An increasing number of people are in need of help
at home (elderly, isolated and/or disabled persons; people with
mild cognitive impairment). Several solutions can be considered
to maintain a social link while providing tele-care to these people.
Many proposals suggest the use of a robot acting as a companion.
In this paper we will look at an environment constrained solution,
its drawbacks (such as latency) and its advantages (flexibility,
integration...). A key design choice is to control the robot using a
unified Voice over Internet Protocol (VolIP) solution, while
addressing bandwidth limitations, providing good communication
quality and reducing transmission latency

I.  INTRODUCTION

As part of ongoing projects, research has been conducted
towards efficient solutions for audio/video communication
between people and robot remote control, using an unified
channel.

In Europe, there is an increasing demand [1] for
maintaining dependent people at home, to reduce hospital load,
improve their quality of life and strengthen their social link. To
this extent, a need for communication systems and telecare
technologies arose. Maintaining such people at home often
requires medical assistance, excellent and reliable
communication tools, used by their relatives and the
caregivers, as well as means for physical interaction between
the remote operator and the person at home. Thus, the use of a
“robot companion” was suggested [2, 3, 4].

Nonetheless, several constraints have to be taken into
account: these systems make use of an internet connection and
as such rely on bandwidth availability. Most European
personal internet accesses use Asymmetric Digital Subscriber
Line (ADSL) technology, offering a limited upload bandwidth.

Still, in order to offer accurate and exploitable
communication, image and sound quality must be maintained.
Video quality is usually highly dependent on available
bandwidth, and how different compression algorithms perform
with limited bandwidth.

As the robot companion will also act as a visiophony relay,
it seemed natural to integrate remote control into that channel.

Yet, in order to remote control the robot, low latency must be
achieved. It has been observed that an operator can be
disturbed by delays larger than 250 ms [5, 6, 7].

This article is organized as follows. We present a platform
overview and an explanation of our choices in Section II. A
detail of its technical drivers is given in Section III. Then the
identified remaining issues are discussed in Section IV before
concluding in Section V.

II. PROJECT OVERVIEW

A.  Existing Platform
As presented in Figure 1, the current platform is composed

of three parts: a master server, a smart home and a remote
client.

e A master server, handling:

e Lightweight Directory Access Protocol (LDAP)

server (registry and authentication).
e Mail server.

e C(Collaborative environment based on Horde
Groupware.

e Asterisk Internet Protocol Private Branch eX
change (IP-PBX, or IPBX) for voice/video

communications routing.

A Smart Home, equipped with:

e A robot companion featuring a camera, a display
and a VoIP client.

e Various sensors for person monitoring.

e Internet gateway (local IPBX).

e A remote client system, basically a Personal
Computer with:

e A web browser.

e A VoIP Client

Our main concern is the VoIP communication channel
between the VoIP users and its use to control the robot.
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B.  Initial Choices

Several options have been considered to answer the
implementation constraints. One of the most interesting
implementation previously studied was based on the open
source videoconferencing tool OpenMeetings [8].

Master
Server
LDAP

Astenisk

/\

"
b Camera

Astensk Micro-
£
I“ ' Robot /phune
. L]
/ Microphone ‘L Camera HSensors

Remote Client Smart Home

Fig. 1. Existing Platform

It was a web-based solution, requiring only a web browser
and a Flash R plugin to operate. It was thus very unintrusive on
the client system and very easy to install (contrary to a
dedicated client).

Nevertheless, this approach was eventually discarded
because of several drawbacks: low image quality, no
possibility to control bandwidth usage. The source code was
also sufficiently complicated to abandon the idea of making
major changes to resolve these issues.

C.  Current Solution
The current approach uses a dedicated software client,
Ekiga[9] and an Asterisk IPBX[10], both being opensource.

This new architecture enabled us to choose the video and
audio codec independently. Both Asterisk and Ekiga are also
easily modifiable, with a strong opensource community, open
to changes and feedback.

Asterisk has the major advantage of being compatible
with dedicated VoIP hardware (such as IP phones). It also
permits to segment and establish a clear dialplan for various
user categories, thus making it easier to manage the platform.
Due to the fact that Asterisk is very modular, and supports
many protocols, adding a new channel to control the robot does
not present a major difficulty.

Ekiga is opensource, it has been developped for Linux and
Windows, and it offers among other opensource VoIP clients
the largest set of features. In particular, Ekiga already
implements a text channel for chat purpose. Moreover, Ekiga’s
user interface is well abstracted from the actual VoIP client,
making it easy to adapt.

VARENE ET AL.

Obviously, such an approach is more intrusive on the
client system (need to install a dedicated software). Setup at
the server level is also more complex.

A particular problem quickly appeared with this new
setup: Network Address Translation (NAT - A system used to
accomodate several computers sharing a single public IP
address. Often enabled by default on ADSL set top boxes -)
issues. Specifically, Ekiga uses a lower level protocol than
OpenMeetings (which is working over HyperText Transfer
Protocol - HTTP), introducing additional complexity when
dealing with NATed clients. This problem has been resolved
by introducing a gateway, embedding a local Asterisk server

which routes incoming and outgoing calls.

Overall, the resulting architecture complexifies: handling
NAT problems, having to install software on remote ends and
managing point of failures (the NAT gateway being one)
makes the whole system harder to administrate.

III. TECHNICAL DRIVERS

The current solution has been designed to meet several
criteria. It is driven by the need to satisfy exploitation
constraints: it must be easy to use, it must tolerate limited
available bandwidth and it must have reduced processing
power requirements.

A.  User Interface

As we have previously mentioned, Ekiga offers a highly
configurable Graphical User Interface (GUI) framework. This
is especially useful to us as we have different requirements
depending on the current user of the software.

Telecare operators might want a detailed interface, to be
able to call any recipient, integrated with robot control
interface. Family relatives would use the standard GUI, while
some users could use a very simplified interface, with e.g. four
pictures representing four recipients, clicking on any of which
would initiate the call. We have developed such a simplified
interface.

B.  Video Codec
The key issue is the choice of video codec. Bandwidth and
processing power requirements for video compression far
exceed that of audio or text channels. For instance, voice audio
can be encoded with Speex [11] with bit rates comprised
between 0.3 and 2 kilobytes/s [12]. The remaining free
bandwidth will thus be used for video. As we can see on Figure
2, for a typical upload bandwidth of 100 kilobytes/s, video uses
the most of it.
We have three primary constraints to deal with, which
are interdependent:
e Bandwidth
e  Processing power
e Latency
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a )
0 100
Bauvdio  lvideo

kB/s
Fig 2. Illustrated bandwidth assignment between audio and video

The last two items make it mostly impossible to consider
doing video codec translation on the IPBX, as it would require
too much processing power on the server platform and
introduce unacceptable latency between the source and the
viewer. As such, the chosen codec must be suitable for all
elements in the chain.

1. Networking
Target audience will be equipped with standard ADSL
Internet access, which has the main drawback of providing an
asymmetrical upload vs. download bandwidth. Specifically,
upload bandwidth (data sent by the user) is typically apped in
e.g. France at about 100 kilobytes/s, which is an order of
magnitude slower than download bandwidth.

This implies a major restriction on the video codec:
indeed, video will be the primary consumer of bandwidth.
Image quality in compressed video formats is usually a balance
of three parameters:

e Bitrate (i.e. target bandwidth).

e  Frame size and frame rate.

e  Buffer size (how many frames will be buffered for the

compression to happen. Directly impacts latency from
live feed).

2. Processing Power
Another constraint that we have to keep in mind is limited
available processing power. In particular the robot has
hardware limitation: it runs on battery, with hardware aimed at
low power consumption. Thus it has limited processing power.
Another option that we want to keep open is for users to
be able to communicate using portable devices (such as smart
phones). These devices also have limited processing power by
design.

3. Options

The targeted audience includes elderly people, whose visual
acuity often requires a good picture (large, well defined
image). Moreover, in order to remotely operate the robot, we
also need a good picture quality, with reasonable dimensions,
good frame rate (the industry standard 24 frames/s has been
retained due to its proven results[3]), and as little delay as
possible (to be close to realtime control). These demands
usually imply a very high bandwidth. Several codecs offer
trade-offs for a given low bitrate such as:

Motion JPEG Very low latency, very low picture quality,
low processing power requirements.
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H.261 Medium latency, low picture quality, low processing
power requirements.

H.263 An evolution of H.261, with improved video quality
and slightly higher processing requirements.

H.264 Baseline Profile Medium latency, good picture
quality, high processing power requirements.

Motion JPEG (MJPEG) is not really a video codec: it
simply takes each individual frame of a video stream and
compress them using the JPEG format. The compression rate
of this format is also very low compared to video oriented
codecs which use motion compensation. Still, it’s commonly
found on entry-level IP cameras.

H.261 and H.263 have been directly developed for video
conferencing applications over limited network bandwidth.
They are our prime candidate for video compression and are
currently being evaluated for implementation. H.261 has the
drawback of offering only two pre-defined image sizes
(176x144 and 352x288 [13]), whilst H.263 offers five (from
128x96 to 1408x1152 [14]).

H.264 Baseline Profile (H.264-BP) is a proposed successor
to H.263. H.264 [15] is very flexible on image size, offers the
highest video quality for low bit rates (half the bit rate
necessary for a given level of fidelity compared to predecessor
video coding standards [16]) at the expense of very high
processing power required for both encoding and decoding.
Also, H.264 patent situation has yet to be resolved [17]. Until
these issues can be addressed, we cannot consider using it.

Considering our needs and the processing power on the
robot, we chose H261 as our main video codec. We worked to
integrate H261, H263 and H264 in Ekiga. Using H261 codec,
we were able to reduce delay from 10 to 1: average delay is
now in the range 30 ms to 80 ms.

C.  Robot Control
For some applications, such as telecare, it is necessary to
pilot the robot based on the video feed it provides. Several
options were evaluated based on the following environmental
constraints:
e Commands sent to the robot must be synchronized
with the video feed to account for latency.
e Driving the robot must be a straightforward
operation.

The first constraint quickly prompted toward sending robot
commands over the same carrier as the voice and video were.
Two primary options were studied, as presented in following 1
and 2 paragraphs.

1. Sending commands over the voice channel
This could be achieved with e.g. inband Dual-Tone Multi-
Frequency (DTMF).

www.manaraa.



238

Synchronisation would be guaranteed (the VoIP client
handles synchronisation between voice/video feeds and
between each end’s feeds).

This would have had the drawback of introducing a new
complexity as the audio channel would have had to be
processed in order to filter out DTMF command signals and
translate them to the robot controls. Also, this approach would
rely on good audio quality, and introduced some latency
(duration of the DTMF code and processing).

Also, a loss of audio signal (in case of “lag” for instance)
would also mean a loss of control over the robot, which might
be a security risk.

2. Sending commands over a third channel
A simpler approach was then devised: instead of
encapsulating commands into the voice channel, we thought
about using a dedicated text channel. The reasons for this are
numerous:

e  No more signal processing required.

e Does not rely on audio channel (more resilient).

e Groundwork for the text channel already exist in
Ekiga, and simple to implement in Asterisk.

e No latency: complexity of commands virtually
unlimited (any amount of text is sent almost
instantaneously).

e Assigning “missions” to the robot, or even
completely reprogramming it, could be done this
way.

Normal Situation

Audio and Video

A
A

Temporary Brandwitch congestion

Fig 3. Use of the text channel in bandwitdh congestion situation

Text Channel

e ™
A

Video/Audio Lost

A

Stop wait for video

Using a separate channel limits the risk of loosing control
over the robot, see Figure 3. Text data requiring very little
bandwidth, it is most likely to be the last channel to go in case
of bandwidth congestion.
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IV. ISSUES REMAINING TO ADDRESS

At this point of the research, some issues are left to be dealt
with. Video issues (quality and latency) are not completely
sorted out yet. Communication between the robot and Internet
access point is done over wireless (WiFi) for practical reasons.
This introduces new problems.

A, Video

As we have seen, the key problem in the current setup is
video quality. Video is central to maintaining a decent social
link: it conveys more information than voice only, to either
family members and telecare operators.

We want to provide the robot with good picture quality so
that people with reduced visual acuity can enjoy decent
experience and we need to provide remote operators with

good video and lowest possible latency.

At the moment, we have retained H.261 and H.263 codecs
as best candidates, but they do not deliver the expected video
quality given our bandwidth limitations.

H.264-BP could be a promising replacement, but its
processing power requirements (let aside patent issues) make it
unfit for our current platform. This problem could be mitigated
by using dedicated hardware encoding/decoding devices.

We also lack the possibilty to directely interact with IP
cameras. It is still not possible to connect from the VoIP client
to an IP camera to have a real time video stream. We have
planned to develop a Real Time Streaming Protocol (RTSP)
module on Asterisk IPBX. Such module would offer the ability
of calling a remote IP camera as any other VoIP client, by its
SIP number, and get its video stream.

B.  Robot connection : WiFi
The robot connects to the Internet (and the rest of the
system) wirelessly for obvious practical reasons. The current
architecture implements a WiFi connexion, which is an
industry standard (802.11[18]).
Unfortunately, WiFi introduces new problems[19], which
may degrade the video quality:

e Interferences: WiFi operates in the 2.4 GHz band,
subject to interferences from other devices such as
BlueTooth devices, microwave ovens, and
concurrent (neighbouring) WiFi “pollution”.

e Latency and packet loss: they are usually caused by
network congestion, i.e. when the available
bandwidth is saturated. They can also be a result of
interferences.

e Bandwidth: degrades as the radio signal gets
weaker or polluted. In-house environments with
reinforced concrete walls can significantly reduce
WiFi signal range [20].

All these problems introduce more latency and reduce
useable bandwidth. Some solutions have already been
proposed to address these issues, though [21, 22, 23].
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V. CONCLUSION AND OUTLOOK

The current platform presented here is a prototype for a pilot
project, but the technologies used can be further expanded to
other fields. In particular, the only source and display for the
Audio/Video feed is the robot.

Thus, we plan to add IP cameras to the platform to offer
more inputs for telecare operators. Live switching between
video sources would also be implemented using the third text
channel. In a broader view, considering a Smart Home
Environment (SHE) equipped with automation devices, we
plan to perform remote operations of those devices (lights
control, window shades, water system, etc) using the text
channel.

Moreover, reprogramming the robot and/or the SHE
would be a matter of defining a simple protocol (lead-in,
payload, lead-out, checksum) that the equipments could collect
from the text channel and execute on a scheduled basis.

Also, we have presented the text channel as a one-way
communication channel in the current setup. But we plan to
use it to receive feedback from the remote systems, e.g. real-
time monitoring of life signs, status reports of the smarthome
equipments, battery alert for the robot, etc.

Finally, it is technically possible to port a compatible
VoIP client to mobile devices (e.g. smart phones), making it
possible for users to communicate and/or control the platform
(robot, SHE...) from mobile devices.
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Abstract—The paper explores whether the semantic context is
good enough to cope with ever increasing number of available
resources in different repositories including the web. Here a
problem of identifying authors of scientific papers is used as an
example. A set of problem still do arise in case we apply
exclusively the semantic context. Fortunately contextual semantic
can be used to derive more information required to separate
ambiguous cases. Semantic tags, well-structured documents and
available databases of articles do provide a possibility to be more
context-aware. Under the context we use co-authors names,
references and headers to extract key-words and identify the
subject. The real complexity of the considering problem comes
from the dynamical behaviour of authors as they can change the
topic of the research in the next paper. As the final judge the
paper proposes applying words usage patterns analysis. Final the
contextual intelligence engine is described.

Keywords-Semantic net, library analysis, context-aware.

L INTRODUCTION

The quick evolution of technologies, globalisation of the
world and quick growth of the educational level in countries
that are just now merging the world scientific society generated
the huge number of information and articles. The growth of
those papers models the growth of published document in the
web and certainly exceeds expectations of researchers. In this
situation analysis of those works and consequently the search
of key papers by keywords become more and more
complicated and nowadays nearly impossible.

The first task that librarians, including online libraries and
search engines, have to solve is the correct linking of articles to
authors. This task is trivial on small amount of articles in
limited training amount of those become fairly complex on real
examples. The paper do stop on this in more details in the forth
chapter. In order to solve this problem the semantic web,
described in the chapter two, was mainly used so far.
Unfortunately this important technology is not good enough to
cope with all kind of complexities, but still do provide an
excellent basis for further processing of papers. Here, we do
propose to strength the semantic net approach with context-
aware systems approaches. Saying that we do warn the reader
that the semantic context and semantic and context should be
distinguished as those do represent completely different

approaches as we will demonstrate in more details in the third
chapter.

The firth chapter does specify the proposed approaches
including problems and solutions and the final chapter
concludes the paper.

II.  SEMANTIC WEB

The Semantic web [1] idea is the further evolution of the
web proposed in 1990th where the global network doesn’t only
stores the data, but also contains semantic information and
relates different documents on this basis. Documents in the web
are published using HTML, which does provide certain
information in some extend, but is first of all limited and
secondly is a mixture of design, styling, types and other kind of
tags requiring to present the document correctly to web
browsers, but not really good enough to process any document
efficiently. The semantic web, basing on technologies like
RDL, OWL and XML allow giving additional information to
data (text of the document) described in the published
document and understand at least key information like for
example the name of the author, the main topic of the
document and so forth

The semantic net can be seen as a further generalisation of
the semantic web, as documents can be stored in any kind of
repository, which is not always the Web.

The semantic net shifts abilities to process information
stored in documents to the new level. If the old data
representation was primary used for machines to process and
display information for humans, then in the semantic net the
information can be processed, displayed and understood by the
machine. Basing on this understanding the computer can do
additional activities, for example fetching additional links
which are similar and are likely to be interested for the human
requested the current document.

III. CONTEXT AWARE SYSTEMS

A context aware software development principal defines the
computer reaction can be organized using more than just direct
data input. It could and probably should consider circumstances
under which the input is defined, sense the environment in
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which the request is formulated and so forth. In the result the
system response will be different for the same request
depending on those extra (request context) parameters.

Some authors [5, 6] say that this behaviour can be described
by the system ability to adapt to specific contexts under which
the system operates or reacts on the request and ability to
collect and recognize the context information.

Consider for example web applications, which do normally
react on the request, but could collect and modify behaviour
depending on the following extra parameters:

e Previous requests that are not considered as direct
input to the current one. For example so far collected
preferences of a user without asking him to define
those directly like previously made searches in case of
search engines etc.

e Internet browser type. A request made using IE
browser should be responded differently in compare
to Firefox as those browsers standards (JavaScript,
HTML) etc. are different so the response will be
rendered differently;

e Accessing device — obviously the page should look
different in case the user accesses the page using
mobile version of the device due space, keyboard etc
restrictions;

e Vary the response depending on geo location of the
requester (country, time-zone, language);

e  Connection speed — in order to provide either a short
and restricted answer or expanded and large one;

... and so forth.

The example above deals with hardware context used in
most cases, but obviously it is not the only context that can be
acquired. Following the same principals, it is possible to use
history of communication or different other messages as a
context of the current communication.

The context-aware approach is used to increase relevancy
of the response (service) provided by the system and target to
bridge the gap between formal and [7] human-human type
interaction. Generally context-aware application contain 3
types of sub-activity elements: they should detect context,
interpret it and react on it, although the first activity is
sometimes delegated to other systems (alternatively it can be
said that the system relies on other one to collect context and
provide it and so depends on the front-system in terms of how
well it can adapt as the smaller context is the less flexibility the
system could provide).

IV. SAMPLE CASE

The modern society provides much more opportunities for
researches and consequently for publishing novel approaches in
forms of articles. The overall speed of knowledge transfer is
permanently increasing allowing collaborating and picking up
the current knowledge quickly and efficiently. It does provide
much better starting position for any research to be done than
ever before. Fifty years ago the post looked like an incredible

invention in compare to what scientists had in the 19th century
been isolated into local country communities. Only major
invention was floating more or less freely having still a
sufficient shift in time between been acquired and transferred
to any other community. The same shift has been done once
again with invention of Internet system 25 years ago allowing
much faster access information and what is much more
important much easier publish information. Nowadays search
engines do simplify the process of searching information even
more grouping it, tagging by key words, so the user doesn’t
have to know the exact address to obtain information from, but
could use keywords or paper names in the search process.

The growth of population and involvement into active
science other countries used to be called the ,,third world”
sufficiently increased the number of contributions made each
year.

Imagine that our task is to structure articles by authors. At
the first glance the process is obvious. Current articles’ format
requirements contain semantic tag to be used to identify
authors of the paper. Therefore in most cases authors can be
easily extracted as well as other information like references,
keywords, topics of the papers orienting on headers of different
level.

The real problem comes with the overall world involvement
and the size of available papers that makes exactly similar
names of totally different persons to be quite common
nowadays. In the next chapter we will try to resolve this
problem applying context-aware systems techniques. We will
call such persons below in the paper — “co-persons”.

V. SEMANTIC CONTEXTUAL WEB

Is semantic enough to derive the correct result? The first
answer on this question has been got already in early days of
artificial intelligence algorithms implementation when
automatic translation assistants were developed. Clearly
semantic of any statement can be interpreted differently and so
the meaning is very ambiguous. The context is what defines the
meaning of most concrete statements. Following the best
practises from this (translation) area the first level of deriving
context will be exploring the neighbourhood of the statement
by examining other statements. During this process the
algorithm searches for interdependencies and attempts to
narrow down the topic. This process can be called a semantic
context.

Unfortunately the semantic context is not enough to derive
required information in many cases. For example if we do
analyse messages transferred during communication between
two persons then backgrounds of communicating parties are
required parts of the puzzle, which is missing as in not directly
send (and so written down) during the communication
messages exchange. Therefore we need to consider other
context of the information, which is not directly linked to the
semantic of language or parsed tags. In other words we propose
also using contextual semantic.

Returning to our task defined earlier, we would like to
reformulate it slightly by providing the background. The
problem is not about processing one and only one article. On
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the contrary it is first of all an analysis a set of unparsed data
for example in search engines. Consider for example Google
Scholar producing a list of articles by an author name. Clearly
it is a mix. If the author has co-person then currently there is no
possibility to group this list by ,real” persons. This makes
impossible to do certain analytical activities like understanding
an impact of the scientist calculating for example the Hirsch
index [8]. Clearly in this task we have to split all articles by
real authors instead of merging separate scientists into one
person within the index. Unfortunately there are many
countries whether certain names are very common including
first names making such analysis nearly impossible without
extra data mining logic described next.

Having a database of already collected resources we can
extra different kinds contextual information form an article and
track the same information in the history of this author in order
to uniquely identify him. This process of identification can be
divided into several levels of required sophistication. First of
all the author is identified by the name. If there is no such
author then it will be added and analysis is completed.
Otherwise we need to analyse further. At the first glance the
problem will exist only if there are » authors and » is more than
1. Then we need to decide among candidates. Actually the
problem still exists even when » equals to 1. The algorithm
always should assume that this person is a new researcher with
exactly the same name as an existing one. The goal here is to
recognise his work and do not associate it to the existing
candidate. In other words the number of persons with a name
always equals to the count of already recognised individuals
and a virtual, new one. Therefore we can carry on the analysis
on all levels until we collected enough evidence that the person
is uniquely recognised.

The first and simplest information we could obtain is co-
authors. It is quite unlikely that the same co-authors appear in
articles of co-persons.

Secondly the algorithm should pick up and analyse used
references on other articles. Analyses of references will first of
all clearly identify the area of the paper research. Thereafter
continuous research is likely to use the same references or even
self-citations.

If results on previous stages are still ambiguous then much
more complex analysis should be carried on. The words usage
patters and typical mistakes (linguistic, grammatical and so
forth) should support the author recognition process as it is
well-known that different authors do use different words and
phrases. This kind of analysis has already been used to
recognised authors of some unsigned, but important paper
written several decades or hundreds years ago.

Finally we would like to do a step back and discuss possible
scenarios of reasons the article appears in order to understand
better strategies we need to implement in the algorithm
identifying the paper. Those scenarios will be aligned to the
goal of the algorithm work.

The “working” goal is to associate the article author with an
existing author or introduce a new one choosing between
alternatives as it was described above.

The “evolving” goal is about tracking down the evolution
of the author topics, thought and consequently of his/her
research. For example there is always a possibility that the
well-known, from the system point of view, person has picked
a new topic of changed the institution s/he works for.
Obviously the change of topic cannot be dramatic and is likely
to stay within the same subject like for example “software
engineering”.

VI.  CONTEXT INTELLIGENCE ENGINE

Implementation of the so far described intelligence
identifying the author of the paper requires building and
synchronizing activities that form on the general level a context
intelligence engine to be described in this chapter.

A. Knowledge Base

First of all the algorithm will produce new data and
consume intensively historical data. Therefore the algorithm
does require either an access via some sort of interface to a
global repository of scientific works or should contain a local
data-base of such works. The acquired knowledge should also
be stored locally or in the cloud of other software components
working together. This is motivated by the fact that the
extracted author information is the basis for other kinds of
analysis like mentioned earlier Hirsch or g-index, evaluating
and tracking efficiency of authors, services to see trends by
subjects and most respectful scientists. All these services will
consume results of our algorithm work and as articles indexes
are mostly public then there is no privacy reasons to protect
results.

B.  Semantic Context Acquisition Engine

Secondly the semantic based extractor should be
implemented basing on modern approaches. It should be able
to process the paper and extract certain information requested
by the context intelligence algorithm. This component should
be able to return:

e Data basing on requests by tags, like an author, a co-
author, institution and references;

e  Headers and sub-headers;

e Text in the free form (in order to process it in the
word usage pattern identification step);

e Meaning of words basing on semantic context, i.e.
include sub-components to analyze neighborhood of
key-words and uniquely identify them among
synonyms.

C. Clustering and Patterns Identifier

This component is designed to combine two similar solvers.
The first one is responsible for process the text and extracting
the patterns of words and phrases usage. There are two
alternatives to process results of this module work. First of all
the module can return a pattern by the work and then another
components will compare it to patterns extracted from
candidate authors works and identify the match using a
predefined matching factor, which will identify how close
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patterns should be to consider those as equivalent and should
be tuned during the system work. The system would function
very mach similar to the soft biometrical students’
identification systems [9]. Alternatively the word usage pattern
identifying engine could take so far identified patterns by
possible authors as an input parameter and return the
probability of matching by those persons. The selection of one
or another method of implementation greatly depends on the
required flexibility and availability of third parts components
that can be consumed as such engines.

The second part of this component should be responsible
for data mining algorithm basing of available parameters in
order to traverse the data and cluster authors by those
parameters. This raw information will be consumed further by
the context intelligence module described next.

D. Context Intelligence Module

The context intelligence module will model rules described
in the fifth chapter of this paper. Reading authors’ information
from the knowledge base, requesting smart tags information via
the semantic context acquisition engine will allow moving by
the authors name identifying decision tree identifying the
precise author.

The module contains a set of declarative rules to follow,
reasoning module and policies of communication to all other
components unifying the data extraction process and
synchronising different steps.

VII. CONCLUSION

In this paper a problem of identifying author of scientific
papers is revised as an example of applying semantic net
approaches. During this process a set of problems is
demonstrated as the number of papers has increased
dramatically in the last years and semantic context is not
enough any longer to acquire the correct and unique author
name among co-persons having exactly the same name,
working in the same universities and so forth. Basically the
same conclusion was made in the artificial intelligence
algorithms of the automatic translation area much earlier.
Fortunately semantic tags, well-structured documents and
available databases of previous articles do provide us with a
possibility to be more context-aware than in the auto-

translation case as this paper does propose. Under the context
we do mean using co-authors names, references and headers to
extract key-words and identify the subject. The real complexity
comes from the dynamical behaviour of authors. They can
change the topic of the research at any moment or go to another
university changing the place s/he belongs to and research
directions been included into the other group of scientists.
Alternatively the paper can be written by a new author,
unknown to the system and therefore it will be incorrect to
associate him/her to any existing. As the final judge the paper
proposes applying words usage patterns analysis that should
identify clearly having narrowed down possible authors list and
so eliminating sufficiently this approach complexity. A brief,
but clear description of the context extracting intelligence is
given in the paper. It provides guidelines for building an engine
for processing scientific papers basing on the proposed method.
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Abstract—The only way nowadays to improve stability of
software development process in the global rapidly evolving
world is to be innovative and involve professionals into projects
motivating them using both material and non material factors. In
this paper self-organized teams are discussed. Unfortunately not
all kind of organizations can benefit directly from agile method
including applying self-organized teams. The paper proposes
semi-self-organized teams presenting it as a new and promising
motivating factor allowing deriving many positive sides of been
self-organized and partly agile and been compliant to less strict
conditions for following this innovating process. The semi-self
organized teams are reliable at least in the short-term perspective
and are simple to organize and support.

Keywords-Personnel motivating, software engineering, key
success factors.

I INTRODUCTION

Invention of agile methodology of software development
has sufficiently decreased the gap between software
engineering process results and customers expectations, but
wasn’t able to eliminate software projects failures completely.
Those failures costs and risks are still sufficiently increasing
the overall cost of software development process and are
ultimately carried by customers. It is important to examine
reasons of failures and try to avoid them in order to make
products’ investments much more competitive considering
modern software business society and involved risks.

Recent researches [2] have shown that nearly one third of
all software projects fail directly since customers are not
satisfied with the delivered packaging. A lot of others failures
were also indirectly connected to this factor as software
vendors were not able to meet time of budget expectations
mostly trying to bridge gaps between vision of the project
and/or customers and scopes that were defined either in the
beginning or during the project. The more interesting fact is
that a situation with so called “successful” projects is far from
been ideal: just one fifth of the developed functionality was
reported to be used “often” or “always” and extra 16% was
marked as been used “sometimes”. Clearly, there is a lot of
functionality, which is not correct, not working or not usable
and all this took considerable time to develop and deliver [1].

Rapidly increasing competition between software vendors
on the global market, much more demanding customers and
quick change of business rules force software companies to
stabilize their productivity and improve their development
process in all possible ways [2] considering risks stated above
very seriously. The key factor of this process is personnel
strategy as personnel is recognized as a very important aspect
of any company success [3]. Unfortunately the software
industry is a highly technological sector [4] with a shortness of
resources in many areas. Therefore the process of motivating
employees become crucial to keep the current team stable and
involved into projects. Unfortunately the motivation task is
elementary and companies are still loosing skilled professionals
despite all modern motivating approaches [5, 6, 7], like good
salaries, friendly working environment etc. Therefore, it is
important to address all kinds of needs and motivate personnel
using innovating approaches recognizing their abilities and
providing them with possibilities to use all their skills
increasing this way their attachments to the organization.

Moreover it should be mentioned that the software
development process quality also depends on the team
performance and willingness to develop the product. The
communication between all involved team that are not
necessary bounded to the strict hierarchical way of pushing
things is one of the key issues improving the quality [8]. Many
modern software development methodologies do rely on the
advanced team-work, which is stimulated by certain level of
freedom in making decisions as long as those serve company
targets.

II.  MATERIAL AND NON MATERIAL MOTIVATING
TECHNIQUES: WHY DO WE CARE?

Highly professional and motivated personnel are a key
factor of the company success and unmotivated personnel can
be seen as a major risk factor [S, 7] since workers either
decrease their productivity or leaving the company. In the last
case the company loses a professional and had to educate a new
person losing a huge slice of experience with the gone person.

There are a lot of motivation techniques as we have already
mentioned in the introduction, but the majority of those are
materialistic and could not be always available for the
organization. Moreover, reasons of losing one or another
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person could also be different and some could be just tired
from doing the same, routine things using the same set of tools,
others could like a rotation of environment and persons s’he
communicates with or just fill that the knowledge in terms of
using technologies become outdated and it is important to find
a new place that will guarantee updating skills.

All stated previously clearly demonstrates that there are
also non material reasons for losing experts and obviously there
should be non material approaches to address stated risks.
Besides, a consequence of been under motivated could be less
dramatic than migrating to another work-place. It can be
decrease of involvement into projects, drop of quality etc. All
those risks need permanent attention primary using special
personnel management techniques like for example
recognizing the person inside the organization as an
outstanding professional.

The technological needs can be addressed by recently
proposed technique of organizing motivational software
projects using novel technologies. This provides an opportunity
for both involved parties. It is a perfect possibility for workers
to upgrade their skills, learn something new and see novel
technologies and approaches. At the same time the organization
benefits from exploring new ways of building products that can
ensure better quality, performance or usability than in current
products. This clearly allows bridging the gap to highly
technological products of competitors or coming up with a
novel product to the market. Obviously such projects does
require investments in term of resources and time, but those
will be comparable to the re-education investments in case the
company needs to find a new worker and having high chances
to produce something novel and highly useful for the company
future. Therefore, software engineering projects using novel
approaches can be seen as an important motivation tool. At the
same time motivating software projects have certain
restrictions. First of all those do not fully address persons’
efforts recognizing needs. Secondly it has a short-term effect
from the time perspective depending on the result of these pilot
projects. Finally, and this is the most crucial, piloting using
modern software techniques requires certain organization of the
team, which is not very traditional at the moment and therefore
requires changing management attitude to the teams
hierarchies. Ideally those motivating projects should be
executed within self-organized teams that are discussed in the
next chapter.

II. SEMI-SELF-ORGANIZED TEAMS

Semi-self organized teams are a kind of teams that locates
between traditional teams and self-organized teams identified
as a vital component of agility practices. Therefore the
presentation of semi-self-organized teams requires a clear
description of self-organized teams in the first place.

The self-organized teams can be described using the major
property of those — ability to act fully autonomously during
unrestricted period of time and can be recognized within the
organization as a kind of “black” box receiving targets and
tasks and producing required results within predefined
constraints. Those teams do not require external management

efforts and use several kinds of autonomy in order to ensure
positive experience dealing with those.

There are different types of autonomy. First of all it is an
external autonomy which was already mentioned as an ability
to act without management efforts constantly pushing the team
in required direction and focusing it on targets. Obviously it
doesn’t mean that the team is expected to act independently
since it is just a part of the organization. The autonomy here
mean that the team is granted rights to decide by themselves
and the influence of any teams, persons that do not belong to
the team is minimized and is defined just in forms of targets or
constraints defining the scope of the requirement arriving to the
input of the team “box”.

Secondly there is an internal autonomy that defines the
team internal procedure of arriving to decisions and on what
degree each member of the team is involved into this process.
In most cases decisions are made jointly and in some rare cases
this right is delegated to a restricted set of internal experts.

Finally there is an individuals’ autonomy showing in which
respect each member of the team has rights to pick up tasks and
influence the tasks-to-persons assignment process. It also
defines in what degree the person can set the sequence in which
s/he does those tasks obviously following tasks
interdependencies. A level of agreement shows how many
tasks per person were not picked by team members by
themselves and had to be assigned. For many successful teams
this indicator will equal to zero as individuals will rather
volunteer than bargain distributing tasks.

Although proposing the idea of semi-self-organized teams
was motivated by certain factors, it will be much clearer if the
semi-self-organized team concept is defined first and only then
framed by factors, conditions and other concepts creating a
framework where those can be applied.

Semi-self-organized teams can be described both as an
individual concept and by outlining the difference from fully
self-organized teams. As an individual concept it is a kind of
teams that can act independently during certain restricted
period of time obtaining a certain level of autonomy of any
kind, but doesn’t necessarily and rather rarely all of them. As
you can see from this definition the difference from self-
organized teams is both sufficient and relatively small
depending on predefined goals. Semi-self-organized teams do
not act independently during the long or undefined period of
time, so their mobility and encapsulation is rather weak. At the
same there are a lot of companies that would actually like this
kind of teams. We will compare these two kinds of teams on
more detailed level in the following chapter.

IV.  SELF ORGANIZED VS. SEMI-SELF-ORGANIZED
TEAMS

Although agility methods have clear advantages in most
business software projects, those do require in many cases
presence of conditions that are not acquirable for some
organizations. Self organized teams should be built using, at
least as a core, highly skilled professionals with very good
analytical thinking abilities. Unfortunately not all organizations
have such personnel and there are a lot of persons that either

www.manaraa.



MOTIVATING COMPANY PERSONNEL BY APPLYING THE SEMI-SELF-ORGANIZED TEAMS PRINCIPLE 247

are not able or do not want to be fully committed during the
work time. Secondly there are a lot of organizations having
strict hierarchy rules. In some cases applying agility
approaches there is either impossible or could produce too high
stress for both workers and the entire organization and
negatively impact the overall performance for the very long
time.

Fortunately it is possible to apply the proposed semi-self-
organized teams in many cases described earlier either as a
temporary approach moving toward true agility methods or as a
hybrid approach employing some positive sides of autonomous
teams and avoiding negative impacts of doing too radical
changes.

V. SEMI-SELF-ORGANIZED TEAMS FRAMEWORK

The idea of applying semi-self-organized teams serves first
of all motivational goals. It is important to recognize
individuals efforts, their ability to act autonomy for some time
still producing high quality and been dedicated into their work
looking for better ways to do it. Even better is to recognize
their collective efforts of been efficient and innovating. The
synergy is the factor sufficiently increasing the productivity
and if it already presented it is worth to care about it and
motivate. If it is not presented, then creating semi-self-
motivated teams can produce such effects since individuals are
recognized as experts and the formed team is composed of such
persons. In the result we have a group of people having similar
interests, close level of knowledge so they help each other
rather than been distracted by a need to communicate to
younger developers on the permanent basis.

It is worth to mention that although been semi-self-
organized is discussed so far as a motivation technique, as
teams are granted the right to be self-organized, it is not always
the case. There are in practice cases when the team acquired the
right to be semi-self-organized by themselves. Even in this case
it is still possible to use this fact in order to motivate personnel.
Moreover the team will be probable expecting that. In most
cases the team has either broken some kind rule in order to be
efficient or nobody noticed or carried about that.

Finally we would like to merge the idea of motivating via
been semi-self-organized with the idea of motivational
software projects. As it was demonstrated already fully self-
organized teams are not available in many kinds of
organizations. At the same time motivational projects do
require he certain autonomy level. Therefore applying those
two motivation techniques simultaneously we can ensure
success of both as those do support each other. It is hard to be
semi-self-organized without a clear goal and it is impossible to
develop innovating projects been always distracted by side
tasks, need to develop much more important standard features.
The last is especially destructive as shows to the team that
management doesn’t value their innovating efforts.

VI. GUIDELINES ON EXECUTING SEMI-SELF-
ORGANIZED TEAMS

Although semi-self-organized teams are sufficiently easier
to build than fully self-organized teams there still certain

problems that should be overcome in order to ensure positive
output doing that. In order to analyze arising difficulties we
need to identify reasons why we do want to apply semi-self-
organized teams and what prevents us from choosing the fully
self-organized teams’ route. The following reasons were most
noticeable in our practice:

e Available personnel is not able to be fully self-
organized,

e Management does not want them to be fully self-
organized,

e  Semi-self organization is granted as a certain freedom
and so autonomy is motivating rather than the general
managing technique;

e Distance between locations is forcing gaining certain
autonomy to a team;

e Lack of interest to the team projects allows a team to
acquire the self-organized title been enough
autonomous in decisions.

The hardest autonomy to execute properly granting the
team a right to be autonomous is the internal one. There is
always a possibility that in absence of an “external” manager
somebody will grab his role and in many cases this persons will
be the loudest one, not the most knowledgeable. If it will be the
case the team will be exploded and there will be no force team
members accept orders from. At the same time conservative
members are not used to discuss and make join decisions and
therefore are very slow to obtain group/internal autonomy. It is
also possible that the group is composed of people having
different level of productivity and knowledge. It is very
dangerous combination and happens purely because we
normally do lack highly skilled professionals. It is dangerous
since formally all members of the team are having a right to
vote and those votes are equal. In practice it is not so and
therefore there is normally a manger that is supposed to support
the most valuable opinions. As you can see, the problem arises
only if less knowledgeable team members have high ego. That
is basically why semi-self organized teams are designed for. A
certain person can be appointed to the “temporary” manager
position suppressing the internal autonomy, but keeping other
types of autonomies and so still deriving certain positive sides
of self-organized teams. If there is no conflicts and less
experience persons do respect more experience persons
opinions then the team self-balance and the internal autonomy
is not very high (as there is no joined decisions), but it is still
presented as decisions are made by each area experts internally.

Rotating the internal conductor role is an interesting
technique we used in practice recently. Obviously there is no
manager as the team should have the internal autonomy and is
preferably making decisions using joined efforts. At the same
time, there is one person appointed to the role of synchronizing
efforts and communicating to other teams. The person in this
role has an ability to understand internal and external
processes, see the full picture and learn to respect others seeing
the amount of work they are doing. It also clearly demonstrates
all processes involved in making different kinds of decisions,
which is essential for the team to stay stably autonomous as
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each team member is fully aware of different decisions
consequences.

Considering the individual autonomy, it is important to give
certain right to select tasks for each team member as shows that
s/he is valued by the team and managers. At the same time it is
important to stimulate co-work. The last should serve several
goals. First of all it should spread the knowledge inside the
team and to provide to each involved individual new,
sometimes completely unexpected, point of view on things,
development techniques etc. In many cases, persons will very
much like it as they avoid been isolated and can discuss,
communicate and in the result progress faster and more
efficiently.  Secondly it sufficiently improves the
communication between team members, which is well-known
vital element of been self-organized.

VII. CONCLUSION

In this paper semi-self-organized teams were explored as a
motivating approach for company personnel. The semi-self-
organized teams are teams that are able to act autonomously
during relatively short-time using different kind of autonomy.
Those teams still do require mangers attentions, but on
sufficiently lower level than in case of standard hierarchical
structure of the organization. Building semi-self-organized
teams can be used as an excellent motivation techniques since
allow recognizing outstanding members of organization
granting them autonomy rights having still management control
over the team.

Besides, the motivational effort of organizing such teams
can be merged with other kinds of non material motivation
approaches like for example starting motivation software
projects involving novel techniques and languages. Each of
these techniques relies on another and together they produce a
synergy ensuring success of the motivational project. As the
result the performance and emotional attachment to the
organization is sufficiently increased among involved
personnel, which is crucial for stabilizing good productivity of
any software vendors engineering process.
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Abstract - Finding the optimal path between two locations in the
Colombo city is not a straight forward task, because of the complex
road system and the huge traffic jams etc. This paper presents a
system to find the optimal driving direction between two locations

ithin the Colombo city, considering road rules (one way, two ways
or fully closed in both directions). The system contains three main
modules — core module, web module and mobile module,
additionally there are two user interfaces one for normal users and
the other for administrative users. Both these interfaces can be
accessed using a web browser or a GPRS enabled mobile phone.
The system is developed based on the Geographic Information
System (GIS) technology. GIS is considered as the best option to
integrate hardware, software, and data for capturing, managing,
analyzing, and displaying all forms of geographically referenced
information. The core of the system is MapServer (MS4W) used
along with the other supporting technologies such as PostGIS,
PostgreSQOL, pgRouting, ASP.NET and C#.

Keywords: Dijkstra’s Algorithm, GIS, Route Advising, Shortest
Path

I.  INTRODUCTION

The city of Colombo in Sri Lanka has a large floating
population. This population enters the city for various
purposes like getting their official work done in a government
department, visiting relatives and friends, for business
purposes, etc., The main reason for this is almost all the
government offices like ministries, head offices of all the
government departments and private companies are located in
Colombo. Also Colombo is the main commercial city in the
country. In addition to this floating population, Colombo has
a large permanent population too. The people who come to
Colombo or travelling inside Colombo like to get to their
destination fast. But for most of them, find it very difficult to
reach their intended destination on time due to various
reasons like the large number of roads within the city, traffic

‘nimali.devi, °nwcharlin, °isuri86}@gmail.com

jams, regular closure of roads, accidents, unannounced road
closures etc., [1]. Therefore a route advising system will help
these travellers immensely by advising them with the shortest
distance path from the origin location to the destination. This
paper proposes such a system as a solution to the Colombo
city’s travelling problems.

The proposed system has two interfaces thorough which users
can access the system. They are namely the web interface and
the mobile interface. The web interface can be used to access
the system through any standard web browser running on
computer while the mobile interface helps to access the
system through a GPRS enabled mobile phone.

This paper is organized into different sections, and each
section discusses the different aspect of the project. Section I
is the introduction that discusses the problem at hand, Section
I discusses the currently available approaches to solve this
problem, Section IIT discusses the technologies adopted in this
project, Section IV discusses the Route Advising System
design and implementation in brief, Section V presents the
evaluation of the system and Section VI is the conclusion and
recommendations for future work.

II. ROUTE ADVISING — CURRENT APPROACHES

A numbers of web sites are available that provide detailed Sri
Lankan maps with directions to famous places like the ruined
cities with historical value, hot sunny beaches, the upcountry
etc., for the travellers [2],[3],[4],[5],[6]. The target audience
of these web sites is tourists who would like visit these places.
The downside of these web sites is that none of these websites
contain any information to help a person who likes to get to
one place from another place inside a city like Colombo. Also
these sites lack information on the status of the road network
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like if the road is a one-way or two-way road, the road is
closed for vehicular traffic, or changes to the status of the
road depending on the time of the day etc.,

There are systems like Yahoo Maps, Google Maps or London
Map like web based applications that help travellers find
driving directions from one location to another in other
countries like the USA or UK [7],[8],[9]. The objective of this
project is to build a system that can be used find the best or
the most appropriate path or driving direction between any
two locations in Colombo even under the dynamic conditions
like road closures. Also, the system must help the travellers
plan their journeys advance depending on the conditions on
the intended day and time of travelling. The mobile interface
provided with the system makes the system available
anywhere anytime as the system can be accessed even with a
mobile phone provided that phone has GPRS capability.

III. TECHNOLOGIES USED

Route Advising System is mainly based on GIS — MapServer
and the ASP.NET mobile web application projects with
GPRS connectivity. In addition to these technologies,
postgreSQL with postGIS, pgRouting, C# based on the
ASP.NET framework was also used.

Geographic Information System (GIS), captures, stores,
analyzes, manages and presents data that is linked to location
[10]. Basically a GIS handles geographical information in
such a manner, as it integrates hardware, software, and data
for capturing, managing, analyzing, and displaying all forms
of geographically referenced information [11]. In this project
the Open Source GIS software MapServer 5.4 or MS4W is
used. MS4W is used to display dynamic spatial maps over the
Internet. It allows users to create “geographic image maps”,
that is, maps that can direct users to content [1]. C#
mapscripts were used to extend the capabilities of MS4W to
suit the requirements of the project. The back end database is
hosted on the Open Source Objcet Relational Database
System, PostgreSQL. PostgreSQL runs on almost all known
major operating systems and supports advanced features like
foreign keys, joins, views, triggers, and stored procedures.
PostgreSQL can also store binary large objects, including
pictures, sounds or video. The routing capability to
PostGIS/PostgreSQL is provided by pgRouting. pgRouting is
part of PostLBS that provides core tools for Location Based
Services [12]. pgRouting contains three methods to compute
the shortest path between the two given points. They are
namely, Dijkstra, A* and Shooting Star. In this project
Dijkstra was selected as the routing algorithm, due to its
advantages over the other two methods including the
performance factor of having lower response time
[13][14][15]. ASP.NET, the next version of ASP (Active
Server Pages), is a programming framework is used to create
enterprise-class Web Applications. The .NET framework
consists of many class libraries and it can be used with
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different languages and has the capability of execution in
different platforms. It is a very flexible framework and a
developing Internet application with the NET framework is
very easy [16]. ASP.NET 3.5 was used in this project.

IV. THE ROUTE ADVISING SYSTEM

The Route Advising System was developed with two types of
users, namely admin users and general users.

Admin users have administrative rights to change the system
such as selecting a road segment from the road network and
updating the schedule information or the direction
information such as one-way, both ways or change direction
of one-way. The admin users also can insert new records,
update records or delete records depending on the
requirement.

Any person interested in getting direction information from
location to another can log into the system as a general or
common user. Anybody can become a general user by
registering with the system by providing certain personal
information such as username, password, full name, email
address, phone number, residential address, closest city etc.,
The closest city information is used to select the start location
automatically, when the user logs in. This start location
information can be changed, if the start location is different. A
logged in user can access advanced features of the system
such as checking the shortest path for a future date, driving
directions in text format etc., The data provided by registered
users are stored in the system. This information will be used
for informing users with improvements to the system, changes
in their routine driving directions via email.

It is also possible to get restricted access to information from
the system without logging in. These anonymous users can
check driving directions between any two locations like
registered users. But the result will be restricted to the current
time of the day. They will not be able to check the condition
of the road network or the driving directions on a future date
or time.

The system consists of three main modules and two user
sections. The modules are namely the Web Module, the
Mobile Module and the Core Module. The main two user
sections are Application User Section and the Admin User
Section. Figure 1 shows the architecture of the system.

The front end modules, namely the Web Module and the
Mobile Module handles the user data and the final
presentation of the results, while the Core Module handles the
processing the of the data presented and computes the shortest
path between the given locations.

In addition to the main module the road status data, user data
are stored in a back end relational database. The map
information is stored in a map server.
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The Core Module is the most important module of the system
as this carries out the central management of the entire
system. This module contains functionality for connecting to
the map server and the database server, and producing the
shortest path marked map by using the Dijkstra’s algorithm.
When a mobile or a web user sends their request with the
source and the destination point details in text format, the text
points are converted to map coordinates to identify the
locations in the map. Then these map coordinates along with
the time information are supplied as inputs to this module for
further processing.
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Figure 1: Architecture of the System

The Web Module serves the desktop users. The IIS server is
used to host the Web Module. This module collects user input
though web forms and forwards it to the Core Module. Also
the Web Module is used to forward the final output to the
user. Hence, the Web Module works as the input collector as
well as the output displayer for the Core Module.

The Mobile Module serves the users who access the system
via their GPRS enabled mobile devices. The user who
accesses the system via the Mobile Module will be presented
with a map on which he can enter the source and destination
locations. The input collected from the user using this module
will be presented to the Core Module after initial processing
for the computation of the shortest path. Finally again the
Mobile Module will be used to transfer the resulting map with
the shortest path marked back to the user. Figure 2 shows how
a interaction takes place with the system depending on if he is
logged in or not.
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Figure 2: User Interaction with the System

Figure 3 shows the user interface in which a general web
based user can access the system. Here the user has not
logged onto the system, so he is presented with the advanced
search facilities. Figure 4 is the interface presented to the
advanced user (logged in user), where the user can supply
additional search parameters such as the date and time of
intended travel.
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Figure 3: User Interface Provided for Web Users

www.manaraa.



252

Enter Your
Search Details

or
0 Zom Out
OFil Extunt

Select The Dete To Trawel
32009

o

T

B [

From
|emichH

To Talang

Fon

Figure 4: User Interface Provided for Advanced Users

Figure 5 shows the interface provided for a mobile user which
can be accessed using a mobile phone with GPRS facility by
entering the URL of the system.
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Figure 5: User Interface Provided for Mobile User.

Users input their start and destination location information to
the system through the text boxes provided in the web
interface and the mobile interface. These inputs are originally
in text format and get converted in to point coordinates that is
compatible with the map server through the methods
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implemented using C# map script. The registered users can
also perform a future search by giving a future date and time
to travel and get the system to predict the best available
shortest route for travelling on the particular date and time. If
the search is performed without logging in, then the route will
be as per the current time. When a search query is entered by
a user, the available road network information in the system
gets filtered either by the user-entered time or by the system
time by connecting to the Schedule Information Table in the
postgreSQL database. In the Schedule Information Table,
each road segment is associated with information such as the
time during which the segment is closed for traffic or
direction information such as being one way for a particular
duration in particular direction. Then the Dijkstra’s algorithm
is applied through the pgRouting function library after finding
the nearest road segment’s vertex points as source and target
points. The algorithm uses an added reverse cost as a
parameter in order to handle the roads being one-way or two-
way. The one-way roads have a higher reverse cost value than
two-way roads that is sufficient to support one-way streets
without crashing the postgreSQL server.

After the shortest path is computed by the pgRouting
function, MapScript methods are used to implement a method
to clear the navigation by finding the nearest point of the road
segment closer to the start location and the destination
location. After applying this method, the query returns the
shortest path by replacing these two points with the start
vertex and the end vertex of the shortest path that was
calculated using the Dijkstra’s algorithm. This increases the
accuracy of the returned path result. Then the complete path
from the start location to the destination location is returned in
a raster map image. This image is then delivered to the user
via the web module as a web page or via the mobile module
to the user’s GPRS enabled mobile phone.

Figure 6: Interface for Administrators

Figure 6 is the Administrator’s interface. The administrator
can select a road segment and change the parameters of the
segment such as the type of road (one-way, two-way or
closed). These parameters can be set for a specific period

www.manaraa.



ROUTE ADVISING IN A DYNAMIC ENVIRONMENT 253

from a given date and time to another date and time. Also the
administrator can add or delete a road segment to the system.
All the changes made by the administrator are stored in the
backend database and available to other users immediately.

V. EVALUATION

This section provides the evaluation of the final system.
Figure 7 shows the driving directions from one location (A) in iz el
the Colombo city to another location (B). Figure 8 shows the Enfer Your Search
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Figure 8: Driving Directions from (B) to (A)

Figure 9 shows the results on a mobile device. The result on
the mobile device is restricted compared to the results
displayed on a web browser.

a0t karmal

Enter Your Search
Details

@ =)
& |nternet Explo [ V)| 4 [ x]

= A | http: //localhost: 3160/mobiletapHome .
Ooore In 3 |
Search i)
©Zoom Out I -
QFul Extent : Uanawa:
Select Tha Date To Travel 13 a
102172009 = L
| & Kalannaws
Time ‘ R OMNAMA KA =] Fopet?]
o ] s B0 [[vE oty T
\\‘] S| Custom Toun

\
i [Far |One-way segment
|

To Punchi Berella
DuTUGEMUND MdwAT)

view Tools ¢ & @} ¥

Figure 7: Driving Directions from (A) to (B)

Figure 9: Driving Directions on a Mobile Device
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VI. CONCLUSIONS AND FUTURE WORK

Several people were consulted and discussed about the
problem they faced when travelling in Sri Lankan cities. Most
of them mentioned about the large number of roads within
the city, traffic jams, closure roads during a specific time
periods, accidents, unannounced road closures etc., As result
of this discussion, it was decided to develop a system to help
travellers in the city to overcome the problems. The project
target was set according to their expectations. Most of them
were of the opinion that a system similar to Yahoo Maps that
provides driving direction in the United States would be
useful for Sri Lankans as well. They also mentioned that such
a system would help both regular travellers within the city as
well as first time travellers like tourists.

The main objective of developing a Route Advising System
was to provide the facility for the travellers in Sri Lanka to
find their routes correctly and easily without much effort.
Presently the system was developed to handle the road
network in Colombo city, the largest and the most crowded
city in Sri Lanka. Many people find it very difficult to find the
driving directions to a location inside the Colombo city due to
new traffic arrangements such as new one-way arrangement
on certain roads, closure of roads at specific time periods and
permanent closure of roads due to security reasons.

The web and the mobile were selected the platforms to
implement this project as the penetration of these technologies
is very high within the Sri Lankan population especially
within main cities.

In order to make the system user friendly while keeping cost
of development at the lowest, open source technologies that
provide the most advanced features were used in this project.
The technologies used in this project are namely Geographic
Information System technologies, PostgreSQL database
technologies, Mobile technologies, Web technologies, and
Networking and Intelligent techniques such as Algorithms
along with the additional techniques such as security
techniques to secure the system.

The main objectives of the project were achieved successfully
in a short period of around three months. The initial objective
of the project of computing the shortest path between any two
locations within the Colombo city considering all the one-way
restrictions and closure of the roads were fully achieved
during this period. The system also helps users to carry out a
shortest path computation at a future time and date
considering the road conditions at that time. This helps the

FIRDHOUS ET AL.

users to plan their travel well in advance. This feature is
missing in systems like Yahoo Maps where the search can
only be carried out at present conditions as date and time of
travels cannot be entered as a travel parameter.

As future work, it is proposed to extend the system to other
major cities in Sri Lanka, finally covering the entire island. It
is also proposed to enhance the system by including
additional information like the public places like hospitals,
schools, restaurants, cinemas etc.,

It is also proposed to include the time to travel between two
locations as a parameter to enhance the system as what is
more useful for the user would be the shortest time to travel
between two locations rather than the physically shortest path
between the locations. This would be very useful in cities like
Colombo where traffic congestion is very high.
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Abstract-In the recent years, Grid Computing (GC) has made big steps in development, contributing to solve practical problems which
need large store capacity and computing performance. This paper introduces an approach to integrate the security mechanisms, Grid
Security Infrastructure (GSI) of the open source Globus Toolkit 4.0.6 (GT4) into an application for storing, format converting and playing

online media files, based on the GC.

Keywords: Grid Computing, Grid Security, Video/Media Format Conversion, Grids Video System.

I INTRODUCTION

he trend to use large media file with multiple format is

increasing. In fact, the business organizations and
individuals using format converting to reduce storage size or
to a format most used. Some applications of Government,
Security, and Defense ... may need high security media files
and only people with special permission could access, change
the formats and play them. Currently there are many systems
for the converting media file formats. They run on a single
machine but take quite a long time. To solve the problem we
have set up a system which takes advantage of idle computers
allowing individuals and organizations to upload, convert
media file formats and play them online via web interface if
they have permissions.

To build a strong service, capable of hosting large media
files, with high performance and security, the Grid Computing
(GC) was selected. The GC based system will gain the
benefits which are inheriting from GC technology.

High security mechanisms to ensure authentication,
permission (for different groups and users) and security
communications.

Grid distributed storage for large files.

The high performance processing based on distributed and
parallel processing of GC.

This article offers a solution to integrate the security
mechanisms of GSI to a specific application to store, convert
media file formats and play online. The system (named as
GridMediaSystem) was implemented in Grid Lab, Department
of Network and Telecom, Faculty of Information Technology,
University of Sciences, HCM City.

II. SECURITY IN GRID APPLICATIONS

A.  Security issues with an Grid application

There are two ways to execute an Grid application. In the
first way the request to execute a Grid application comes from
a Grid node (called local host) and in the second one, the
request comes from a non-Grid node (called remote host).
Although the request could come from local or remote host, it
must be requested by certain user and the Grid application

must start at a Grid node (called Start Node). The Start Node
splits the media file into small blocks and then distributed
them to other nodes in the Grid, including it. Each node will
perform data processing and send result back to the Start Node
to form the final result and returned it to the user. Related
security issues are following.

Start Node must be authenticated to the Grid environment
and will be issued a Certificate (called the Host Certificate -
signed by the CA) to verity it as a node in the Grid.

User who submits jobs must be authenticated before
participating in the Grid and issued a Certificate (called the
User Certificate - signed by the CA). On the other hand the
user must have a certificate (Proxy Credential) which
delegates himself to work in all Grid nodes without need to
submit user certificate every time when his job enters to a new
Grid node.

The job and result transfer between Grid nodes is safety and
accuracy by GridFTP protocol.

General security solution of the Grid application:

Create Proxy Credential

CAINode
- Install SimgleCA
- Configure/MyProxy Server
I\
CA issued host certificate
to authenticate the Start node
|

S G-Nade
< - Request G-Node to implement Job
--attached to User Certifi
- Job transfers to Node@sl be
Start Node safety and accuracy
- User: usersubmit

Y “\
Usersubmit own@r Certificab\
(signed by CA)

%

S

Set permission for user

to resources in the Grid

Fig. 1: The request and application execution in Local host
(Start Node)
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The application execution in Local host:

1) Grid administrator must create a new account for a user,
called submit-user

2) To work on Start Node as a Grid user the submit-user
need to validate as a user of Grid.

3) Submit-user can execute the application at the local or
send request and jobs to the remote nodes, then gets
results back to form final result

Application execution in Remote host:

1) The web application GridMediaSystem is installed in a
Grid node.

2) Remote user through web browser to register himself and
executes functions of GridMediaSystem: submit jobs and
get results returned back.

3) Grid Admin will make permission policy for registered
users.

The application execution at remote host:

Create Proxy Credential

User must be grante& certificate
by CA to authenticate

| Start Node must be granted

Host Certificate to authentication it -

O
CA-Tlode
Set permissions for user

Send: Username & Passwor\d\

%

. N
Send: submit Job request, /™
S-Node
-Uéemame
- Password
/Web Applications

Client

- usersubmit attached user certificate té authenticate it
- Job transfers to Nodes must be safety and accuracy

G-Node

Fig. 2. The request from Client host and the application
executed in a Grid node

B.  GridMediaSystem Introduction
The system allows users (Upload User) upload media files

to the Grid system, other users (Download User) can

download and/or convert the format and play online media
file. Detail is as followed:

1) Users register for Username, Password and user type: VIP
or Normal). User must be authenticated as a user of the
Grid. The system will authorize the user through Gridmap
file (a mapping between the operating system users and
the Grid users). The user must create Proxy Credential to
represent him on the Grid environment.

2) After successful registration, the users through the web
interface to log into the system and use the services of the
application.

TRUNG ET AL.

3) The Upload/Download User via the web interface stores
converts or downloads to play media files remotely
to/from the Grid system if he has related right.

Application is built and deployed on the GT4, using API
library of COG Kit 4.1.2 to provide interaction with GSI.

Application covers three major areas of the GC: Grid
Security, Compute Grid and Data Grid.

To implement above functions, the following components are

used:

1) MyProxy: to store the user's proxy (called Proxy
Credential). When in need, a Node contact with MyProxy
to receive user’s Proxy Credential to authenticate,
authorize the user to work in the Grid. The advantage of
MyProxy is:

v' The user can stay anywhere and log into the
GridMediaSystem.

v" Reduce the number of certificate transmission
between nodes.

v" Myproxy supports
Delegation.

2) Gridmap file: to manage the user rights on grid resources.

3) Gsiftp: to secure transmission of some blocks of media
files to a Grid node.

both  Single-Sign-On  and

C. Detail functions
Register:

uter GA + Nod

Send usercert_request.pem|s..
to CA for CA sign o
N

Credential
Respository

CA Node

@ @ Install MDS

Usercert_sig@.pem
return was signed by CA [

Authenticati
on Service

v

)

N

: @
®" i .,

Conversion Node

Choose  \ Ja—Resut
User the type of
user (user . L R
or user VIP - Create requirements for user authentication: |
Guest) +Usg 23t _request.pem N

+ Usercey.pem Conversion Node
+ Usercert.pem

- Implement user permission on Gridmap file

W =1

\_ Conversion Node |

The Nodes
conversion

Fig. 3. Function register
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Upload:

Online

Credential
Respository

@

Retreve Proxy Certfcate. Query Nod

- Up\oa@ request -

- Information file
- Permission

Upload File ———
Movie

IP Node best
imple: 172.29.70.83

A @l

Conversion Node
User
otice results

Conversion Node

5 ) 172297083
Upload file Movie to Node The Nodes

via FTP protocol conversion

ee o
A

Fig. 4. Function upload

Media files will be uploaded to the best node, through best
node selection algorithm based on parameters such as free
CPU, RAM, HDD..., If upload process was successful, the
system will return a logic link to user and then user can
convert, download and play media files online.

Download:
Online
Credential
Respository
Retrieve P ron Certificate CA Node:
File Dov@d information | Authentcaion
Download Service
File Movie

IP Node contains file Movie: Conversion Node

@ Exgre: 172.29.70.83
User o

@

Conversion Node

o

Conversion Node
172297083
’ . The Nodes

Download file for your Movie conversion

via GridFTP protocol

Fig. 5. Function download
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When user sends request to download a media file or play
online from above logical link, the system checks the validity
of this link, and check permission for this user. If user has
permission, user can convert, download and play media file
online.

Convert:

Online Credential
Respository

Split file Movie
into many parts
and transferred to

Node Convert

Send results after !onve

for the synthesis of Node

dof

Convert requirements

Send files to Convert Client

Conversion Node
172.29.70.83

The Nodes conversion

Fig. 6. Function Convert

Users will select the file movie and output format which
he wants to convert, then sends the request to the system. The
system will check user’s rights to convert movie files or not. If
user has rights, the system will split media files into a number
of parts according to available nodes.

By Network Weather Service (NWS), the client can
gather useful information like computational capabilities, CPU
loading, number of available nodes, etc. Then,
GridMediaSystem submits jobs (divided parts of media files)
to conversion nodes by using GridFTP.

After that, each conversion node will convert and return its
part to Start Node to be merged. Converted file will be
returned to the user via the logic link on the web interface

I1I. EXPERIMENT ENVIRONTMENT

A.  Experiment Grid Environment

Test system was built in Grid Lab of Network and
Telecom Department, Faculty of Information Technology,
University of Sciences The system has 6 Linux PCs (CPU
Intel Core 2 dual 2.66GB, 2GB RAM, 60GB HDD) installed
middleware GT4 as follows:

- 1 PC as CA Node: for Authenticating hosts and users on

the Grid.

- 5 PCs as Computing Nodes: for converting and storing.
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B.  Performance Results

We have tested convert function on three different
systems:

1) A single system

2) Grid system consists of three conversion nodes.

3) Grid system consists of five conversion nodes

Media file sizes are following: 5MB, 10MB, 50MB,
70MB, 100MB, 150MB, 300MB, 500MB, 600MB, 700MB,
800MB, 900MB, and 1GB.

Test results are shown in the chart below:

D Single PC
B Grid with 3 nodes
B Grid with 5 nodes

1600

1513
1400 -

1200 1181

1000 - 930
19

©
o
S

600

[=2)

400

Conversion time (s)

5 10 50 70 100 150 300 500 600 700 800 900 1024
Size of Movie files (MB)

Fig. 7. Comparison of conversion time from AVI to WMV of
single PC and grid systems

Conversion time of Media files on grid system with small
size is longer than on single PC, because media files must be
split, converted and merged. In addition, system must
authenticate, transfer the media parts to conversion nodes,
receive and merge results after converting.

TRUNG ET AL.

Other hand, the conversion time will be significantly reduced
by using grid system for larger parts

C. Testing Results

Security aspect: host authentication, user authentication,
MyProxy and GridFTP were integrated well in to
GridMediaSystem.

Performance aspect: the system works very well with large
parts of media files. This confirms once again the advantage of
grid computing in the media applications

D. Future Work

Many components of system that can be improved or
developed in the future:

The developed resource broker takes long time to find
suitable nodes for media conversion. It could be improved by
using scheduling algorithm from Gridway or Gridbus.

Standard Grid Service should be included to increase
flexibility
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Abstract - In this paper a tool, called ParaGraph,
supporting C code parallelization is presented. ParaGraph is
a plug-in in Eclipse IDE and enables manual and automatic
parallelization. = A parallelizing  compiler inserts
automatically OpenMP directives into the outputted source
code. OpenMP directives can be also manually inserted by a
programmer. ParaGraph shows C code after parallelization.
Visualization of parallelized code can be used to understand
the rules and constraints of parallelization and to tune the
parallelized code as well.

L INTRODUCTION

Parallel programming has been attracting programmers
and researchers attention for many years. At the
beginning parallel code was simultaneously executed on
processors of a supercomputer. Currently many cores are
present even in modern PC so they can be used to run
parallel code as well. Sequential program code can be
parallelized and simultaneously executed on multiple
cores. Parallelization is a very difficult task and may
cause many runtime errors so some methods and tools
facilitating this process are necessary. Parallel code can
be prepared by a programmer or automatically by some
compilers. As both approaches have advantages and
disadvantages, some of them are mentioned in section II,
it seems that a tool enabling for manual and automatic
parallelization can be very useful in the production of fast
programs. Many tools have been built to support
automatic or/and manual code parallelization. SUIF
Explorer [1] combines static and dynamic compiler
analysis with indications given by programmer. In
compiler of Fortran 77 Polaris [2] directives introduced
by user are used in the process of translating code into
parallel dialect of Fortran. ParaWise [3] is able to
generate  parallel code for distributed or for
multiprocessor system. HTGviz [4] also enables manual
and compiler parallelization. The result is a program in
the same source language with inserted OpenMP
directives. Additionally visualization tool shows the static
control flow graph of the program, with data
dependences.

At the Institute of Computer Science Warsaw
University of Technology a tool, called ParaGraph, was
designed and implemented. In ParaGraph code in C
programming language can be manually, as well as
automatically, parallelized and presented in a graphical
form. To our best knowledge there are no similar tools
dedicated to C programming language. Usually

programmers have difficulties writing code which can be
highly parallelizable so code visualization may be very
useful in teaching how to built easily parallelizable
program. ParaGraph was designed as a tool which can be
used in compiler construction course. The presence of
back-end information was identified by Binkley et al. in
Feedback compiler [5] as very important in teaching
compiler  construction.  ParaGraph is  platform
independent, it is a plug-in in Eclipse IDE.

The organization of this paper is as follows. The main
approaches to parallelization are briefly presented in
section II. Section III contains the description of
ParaGraph. In section IV examples showing the usage of
our tool and its advantages are given. Section V contains
some conclusions.

1L CODE PARALLELIZATION

Code of a program can be parallelized automatically by
a parallelizing compiler or a programmer can identify all
parallelizable fragments and implement the parallel code.
OpenMP [6] is an environment in which programmer is
able to decide where to insert parallelizing directives
indicating the parallel code. The compiler then uses
platform specific mechanisms to make the program
executable in parallel on multiple processors.
Programmer, knowing the implemented algorithm, can
precisely indicate code suitable for parallelization and
accelerate the execution of the algorithm. On the other
hand an inexperienced programmer can slow down the
execution of a program, make it unstable or even
introduce some races.

A parallelizing compiler works automatically, is not
driven by user, so the parallelization is very limited.
Compilers, which are independent of the platform, usually
perform only static analysis and are able to efficiently
parallelize loops. If in a loop there are no data
dependences between loop iterations, it can be easily
parallelized. Otherwise a synchronization of data is
needed thus decreasing the efficiency of generated
program. Furthermore, loops which are parallelized
automatically usually contain only few instructions, so the
parallelization granularity is fine and the speedup in
execution time is not very convincing.

Finding data dependence constraints is the basic step in
detecting loop level parallelism in a program [7]. Briefly,
the data dependence determines whether two references to
the same array within a nest of loops may reference to the
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same element of that array. Many algorithms have been
proposed to solve the problem by analyzing the linear
equations formed by a pair of array references. Data
dependence test, which is very important in automatic
parallelization, is applied to array accesses in a loop.
Compiler can only determine dependences between a pair
of affine (linear) accesses. Examples of affine and non
affine accesses are given in listing 1.

1. for( 1 = 0; i<N; ++1)

2. A

3. for( j = 0; j<N; ++3)

4. |

5. z[i]; //affine: outer loop index

6. Z[i+j+10]; //affine: outer index +
inner + constant

7. zZ[0]; //affine: constant

8. Z[3*j]; //affine: index multiplied
by a constant

9. Z[i*j]; //non-affine: multiplication
10. }
11. 1}

Listing 1 Examples of affine and non-affine subscripts

Type of access affine/not affine in a program depends
on the code style and data structures. If programmer
chooses a structure to which an access has to be affine,
the compiler will not be able to compute the dependences
and will have to assume that the synchronization exists.
Viitanen and Hamalainen in [8] show that data
dependence tests may fail to find all dependences in a
program. Finding all data dependences in affine accesses
is NP-complete problem. Despite some limitations, auto
parallelization can speed up many programs but some
effort is necessary to be able to write programs suitable
for parallelization.

Giordano and Funari proposed in [4] a tool called
HTGviz which combines two methods of parallelization.
The sequential code is parallelized automatically by a
compiler. The result of compilation is a program in the
same source language with inserted OpenMP directives.
A visualization tool shows the static control flow graph of
the program, with data dependences that were found by
the compiler. This graph can help the programmer to tune
the code with his own parallelizing directives. The
advantages of manual and automatic parallelization are
combined so the code can be made more efficient.

We propose a tool — ParaGraph — taking advantages of
both parallelization approaches and useful in studying
how to prepare a highly parallelizable program.
ParaGraph, presented in section III, is dedicated to code
in C programming language and works in Eclipse
environment. ParaGraph was designed for didactic
purposes so more emphasis was put on back-end
information than the efficiency of the parallelized code.

ParaGraph works as an Eclipse plug-in, precisely it is an
additional element of the well-known plug-in CDT
(C/C++ Development Tool) [9]. The idea of ParaGraph

operation is presented in figure 1. An external compiler is
used to generate parallelized code and a file containing
the control flow graph of compiled program. The graph is
shown in a graphical editor, with textual information
accessible in “properties view” (Fig. 4). A direct link
from blocks on the graph, to the source code after
parallelization, is kept to help the programmer access the
fragment of code, which seems interesting to her/him.

Eclipse + CDT

#pragma omp

for(..){ for(..){

J{J{u . J"J‘r\ . -
! }

L[]

Paragraph

Y

2

» Compiler (Cetus)

Fig.1 ParaGraph an Eclipse plug-in

The reasons to implement ParaGraph as an Eclipse/CDT
plug-in are following:

1. Eclipse is very popular.

2. There was no need to implement editor or other tools.

3. If a programmer has program already in CDT he has
only to create another project for the source files
generated by the parallelizing compiler, and point the
original code as an input to ParaGraph.

4. ParaGraph uses API called GEF (Graphic Editing
Framework, part of Eclipse project). This meant less
effort to create visualization because GEF library is
dedicated to create graphical editors and views.

5. The implementation of association between graph and
source code was very simple to implement with the use
of CDT parser.

Programmer may use other Eclipse plug-ins to improve
parallelization, for example Parallel Tools Platform (PTP)
[10]. This plug-in contains tools for parallel environments
like OpenMP, MPI, a parallel debugger and performance
analyzing tools. A dynamic analyzer, which is also
included in PTP, can also decrease the execution time of
the program. As was proved by Blume et al. in [2] after
static parallelization it is possible to add some
improvements at runtime.

A.  Compiler

ParaGraph is able to work with any compiler, which can
generate code with OpenMP and a control-flow graph.
Currently, it uses an open-source compiler (fig.1) named
Cetus [11]. Cetus was created for research purposes at
Purdue University School of Electrical and Computer
Engineering. It is intended to source-to-source
processing. It currently supports ANSI C and is under
development to support C++. Cetus is written in Java in a
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very intuitive way, so it is easy to understand and easy to
modify. Current release of Cetus is able to parallelize
certain types of loops and insert “omp parallel for”
directives. We had to implement generation of control
flow and data dependence on the same graph (in dot
format) to use Cetus in ParaGraph.
Following features of Cetus are used in ParaGraph:
1. privatization (which variable in a loop is private for
each iteration) and reduction (which variable in a loop
is a result of the same computation that all iterations

3. generation of OpenMP directives (#pragma omp
parallel for),

4. control flow graph drawing.

A source-to-source compiler enables manual and
automatic parallelization. The visualization is used to
show the result and to learn how to write a suitable,
parallelizable code. Additionally, some information about
the loops is displayed to point out the reasons why a loop
could not be parallelized. ParaGraph may be used as a
tool for increasing efficiency of parallelization. The main
components of ParaGraph and the activities executed by a
user and compiler are shown in figure 2.

perform)
2. data dependence testing with Banerjee-Wolfe
inequalities [12] and data dependence graph
construction,
Project, sources
in C language
(and OpenMP)
= user = ParaGraphi
Y
Choose files Save compilation

to parallelization

- properties
Start compilation

Program analysis
v Generation of
control-flow graph

h 4

Visualization

A

Inspect the graph

Inspect the feedback

Run compilation

12 | >
1
Edit the code !

(optionally)

1

| [=] Platform compiler
i

i

[ Run compilation - Compile

e to executable 2 generate program

1

1

Y

Parallel program

Fig. 2. ParaGraph — main components and parallelizing process

B.  User interface

The process of building an Eclipse plug-in consists of
creating new functionalities in extension points defined in
the IDE. In ParaGraph, the extensions were used to create
the following elements:

e Graphical Editor which display the control
flow graph,

e Outline view which enables searching for a
certain function on the graph,

e Properties view, which shows back-end
information about loops and data dependences.

The editor is written in the model-view-controller
(MVC) pattern, required by GEF. MVC enables creating
multiple views for one model, in our software the view is
a graph. The editor allows a user to change visual

properties of the graph's element. User is not able to edit
the graph because changes in the graph structure should
impose changes in the source code.

The Properties View (lower right part of Fig.4)
provides  auxiliary  information about program
parallelization. When user selects non parallelizable loop
on the graph the reason why it could not be parallelized is
displayed. For data dependency some additional
information are also available. Such information will help
to understand why the code was or was not parallelized.
thrown exception can be seen.

C.  Control Flow graph

One of the key functionalities in ParaGraph is the
visualization of control flow graph of the program
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(described in [7]), with data dependence edges. Only

when these two relations appear on one graph, a

programmer may notice the necessity of data

synchronization or the possibility of a hazard. The control

flow graph, presented on figure 3, consists of following

elements:

e a simple node (basic block), contains a sequence of
simple instructions,

e a compound node which visualizes a loop, an
enclosing directive or a function call,

e a control flow edge, represents the precedence relation
between nodes in a program,

e a data dependence edge, which connects two simple
nodes which contain two dependent array accesses.

funl {)

Simple node
a basic block

Compound node

nile( i < N ) while loop
Y[i] = Z[il; - 1< Data dependence
X[i] = Y[i-1]

it+;

Simple node with
Function call

return;

Fig. 3. Hierarchical control flow graph

III. EXAMPLES

Several experiments were conducted to find out if
ParaGraph is really a support for manual and automatic
parallelization and helps revealing errors in
parallelization. We assumed that the code which was
given to ParaGraph was written by an inexperienced
programmer, who wanted to parallelize his/her program.
We used the code from OpenMP traps for C++ developers
and converted it into ANSI C (listing 2). Programmer
wanted to accelerate the loop operations. Unfortunately,
he/she did not notice, that the subscript at line 6 contains a
data dependence which forbids parallelization with

#pragma omp for directive. After compilation in
ParaGraph, the programmer can see a graph, on which the
dependence is marked with a dashed arrow (figure 4).
Additionally, the feedback from Cetus indicates a “>”
direction of the dependence and marks the loop as not
applicable for parallelization. Such information can help
the programmer in realizing that he/she made a mistake
and that program will not produce a correct result. It can
be seen that the loop cannot be parallelized in the way the
programmer  suggested.  Additionally, = ParaGraph
parallelized the first loop, which was not indicated for
parallelization by the programmer.

1. int arr[10];

2. for (int 1 = 0; i < 10; i++)
3. arr[i] = i;

4. #pragma omp parallel for

5. for (int i = 1; 1 < 10; i++)
6. arr[i] = arr[i - 1];

7. for (int i =0

8.

1 < 10; 1++)
]

printf ("\narr[%d] = %d", i, arr[il])

Listing 2 Loop with data dependence, source [13]

On listing 3 a fragment of ANSI C code performing
matrix multiplication is shown. The matrix multiplication
loop nest was parallelized, but the programmer forgot to
specify the private variables for threads. The situation,
when variables need explicit privatization is very frequent
in ANSI C programs, where declarations of temporary
variables have to be placed before any instructions. In this
example, variable i is the index variable of parallelized
loop, so it is treated as private by default, but variables j
and k are treated as shared and the program runs
incorrectly. During parallelization Cetus detected private
variables and marked them in his own directives (figure
5). This could remind the programmer that privatization is
necessary for these variables. The directive "#pragma
cetus private(i, j, k)"-—fig$5. was inserted by
Cetus compiler.

The above simple examples show, that ParaGraph can be
very helpful in code parallelization. We also conducted
several experiments measuring the effectiveness of code
manually and automatically parallelized, some results are
presented in [14]. The best results were obtained when
parallelization combined both methods.
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Fig.4 Control flow graph for code from listing 2

1 int matrix_mult (const matrix * A, const matrix * B, matrix * C)
2. {
3 if (A->columns != B->rows || A->rows != C->rows ||
4. B->columns != C->columns)
5. {
6 return ERROR; //error
7 }
8. else
9. {
10. double a, b;
11. double temp=0;
12. int i, j, k;
13. #pragma omp parallel for firstprivate (temp)
14. for (1 = 1; 1 <= C->rows; 1i++)
15. {
16. for (j = 1; j <= C->columns; Jj++)
17. {
18. for (k = 1; k <= A->columns; k++)
19. {
20. temp += MATRIX_GET (A, i, k)*MATRIX_GET (B, k, 3J);
21. }
22. MATRIX_SET (C, i, j, temp);
temp=0;
23. }
24. }
25. return SUCCESS;
26. }
27.}

Listing 3 Code for matrix multiplication
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product.c | test.c |c) #est.c £2 4t paragraph [ graph.dot

int matrix_mult(const matrix * A, const matrix * B, matrix * C) {
if (({{A->columns != B-=rows) || (A-=rows != C-=rows)) || (B-=columns

1= C->columns)))

1{
return 1;
/ierror
else
{
double a, b;
double temp = 0:
int 1, j H
#pragma omp parallel for firstprivate(temp)
#pragma cetus private(i, j, k)
for (1 =1: 1 <= C-»rows: i++)
{
#pragma cetus private(j. k)
for {j = 1; j == C->columns; j++)
#pragma cetus private(k)
#pragma cetus reduction(+: temp)
Ior (k = 1; k == A->columns; k++)
temp += (A->datal(i - 1)][(k - 1)] * B-»datal(k - 1)1[(j
- 11
¥
C-»datalii - 1)1[(j - 1)] = temp:
temp = 0;
H
s
rlXurn o;
}

Fig. 5 The code from listing 3 after parallelization by Cetus

V. CONCLUSIONS

In this paper we presented ParaGraph, an Eclipse plug-in,
designed and implemented at the Institute of Computer
Science Warsaw University of Technology, supporting
automatic and manual parallelization of C code. To our best
knowledge there are no similar tools dedicated to C
programming language. By supporting visualization of code
after parallelization, we provide opportunities to understand
the use of OpenMP directives and change the program so that
it can be easily parallelized. Simple examples given in section
III show, that our tool is helpful in C code parallelization,
reveals errors. Although ParaGraph was designed for didactic
purpose, some experiments conducted by us and presented in
[14] show, that the execution of a program after
parallelization is visibly faster. An interesting and important
study would be to apply ParaGraph in an industry project, to
evaluate the benefits of parallel code. We intend also to
improve the data dependency analysis and add intra-
procedural analysis. The architecture of ParaGraph (fig.1)
enables for very simple adaptation to other programming
languages. Replacing Cetus C compiler with other source to
source parallelizing compiler we can obtain a tool supporting
parallelization of other languages.
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Abstract—This paper discusses some of the salient issues involved in implementing the illusion of a shared-memory programming model
across a group of distributed memory processors from a cluster through to an entire GRID. This illusion can be provided by a distributed
shared memory (DSM) system implemented by using autonomous agents.

Mechanisms that have the potential to increase the performance by omitting consistency latency intra site messages and data transfers are

highlighted.

In this paper we describe the overall design/architecture of a prototype system, AOMPG which integrates DSM and Agent paradigms and may
be the target of an OpenMP compiler. Our goal is to apply this to GRID Applications.

Keywords— Distributed shared memory; AOMPG; Agent; GRID.

I. INTRODUCTION

Development of a standard programming methodology to
write efficient programs for all classes of parallel
machines is one of the main purpose of parallel software
research. In this way training programmers, porting of
programs would be easy, and, in general, it would reduce the
burden of adopting parallel computing.

So far the most popular way of programming parallel
machines, especially clusters and distributed memory
machines in general, is to write SPMD (Single Program
Multiple Data) programs and use Message-Passing Interface
(MPI) library routines [4] for communication and
synchronization. The second approach, which dominates when
the target machine is a Symmetric Multiprocessor (SMP) with
a few processors, is to use thread libraries or OpenMP [3] to
write parallel programs assuming a shared memory model.
OpenMP resembles HPF because of its reliance on directives.
However, the OpenMP standard differs from HPF in that it
deals almost exclusively with control flow and
synchronization and has practically no mechanism to control
data placement and alignment.

Of the two approaches, the former is seen as a low level
programming model to the point that MPI has been called the
assembly language of parallel programming. Clearly,
message-passing programming has the advantage that it gives
the programmer direct and explicit control of the
communication between threads and provides simple
mechanisms to transfer data structures between distributed
memory machines to enable the construction of high
performance and highly scalable parallel applications.
However, the complexity of subscripts that arise when arrays
are distributed manually and the difficulty of changing
distributions and, in general, modifying message-passing
parallel program makes the message-passing programming
model inconvenient and costly. So there is considerable
burden placed on the programmer whereby send/receive
message pairs must be explicitly declared and used, and this is
often the source of errors. Implementations of message
passing paradigms exist for GRID too [19].

Shared memory is a simpler paradigm for constructing parallel
applications, as it offers uniform access methods to memory
for all user threads of execution. Therefore it offers an easier
way to construct applications when compared to a
corresponding message passing implementation.

The disadvantage is limited scalability. But nonetheless, vast
quantities of parallel codes have been written in this manner.
OpenMP, promoted by multiple vendors in the high
performance computing sector, has emerged as a standard for
developing these shared memory applications.

Through the use of compiler directives, serial code can be
easily parallelized by explicitly identifying the areas of code
that can be executed concurrently. This parallelization of an
existing serial application can be done in an incremental
fashion. This has been an important feature in promoting the
adoption of this standard among parallel application
developers.

Both OpenMP and thread libraries bring the programming
advantages of the shared memory model, but OpenMP has the
additional advantage of enforcing a nested structure in the
parallel program. This last consideration gives OpenMP an
advantage over thread libraries.

We believe it is possible to use OpenMP to generate efficient
programs for distributed memory clusters and computer
GRIDs. Clearly, to achieve this goal the appropriate runtime
systems, OpenMP extensions, and compiler techniques must
be developed.

A possible approach to implement OpenMP is to use a
Software Distributed Shared Memory (SDSM) system such a
TreadMarks [1] to create a shared memory view on top of the
target system. By following this approach the implementation
of OpenMP on distributed memory systems becomes
equivalent in difficulty to implementing OpenMP on an SMP
machine. The drawback is that the overhead typical of SDSMs
can affect speedup significantly.

A way to reduce the overhead is to translate OpenMP
programs so that the SDSM system is implemented by agents.

This can be achieved by applying compiler techniques similar
to those developed by NavP [7]. This approach does not suffer
from the same overhead problems as the SDSM approach in
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the case of faulting pages and moving pages from one node to
another.

To this end, we propose to extend OpenMP to allow users
indirect use of agents. This is important because the compiler,
especially the earlier versions of it, is not expected to
adequately handle all conceivable situations. Providing use of
agents through extensions to OpenMP will make it possible
for the programmers to take advantage of the compiler in
order to optimize OpenMP and also avoid the complexities of
message-passing programming. The main goal in this work is
gaining good performance while we provide easy
programming environment without changes in programming
syntax .So we can execute any program written with OpenMP
directives on GRID environment without changes in program.
Our main goal in this paper is introducing our system and
OpenMP directive implementations.

The rest of this paper is organized as follows. Section II
provides related works and section III introduces some of
optimization techniques implemented by using agents. Section
IV details the proposed idea in using agents with combination
of GRID. Section V discusses our implementation of some
OpenMP directives. Performance evaluation for directives has
shown in section VI and section VII is our conclusion.

II. RELATED WORKS

Many commercial compilers for modern hardware
architectures can compile OpenMP programs. There are also
various open-source implementations of the OpenMP standard
for SMPs. OdinMP/CCp [8], OmniOpenMP[16], and
OpenUH[14]are source-to-source compilers that preprocess
source code with OpenMP directives and create a source
program that uses a threading library (OdinMP uses pthreads;
Omni OpenMP can use different thread packages ;OpenUH
can also compile to native Itanium code) . The upcoming GCC
version4.2 is expected to also compile OpenMP (C/C++ and
Fortran) code to native.

We are aware of no OpenMP specification in Java for GRID.
The JOMP [9] source-to-source compiler transforms a subset
of the OpenMP standard to regular Java and uses the Java
Threading API for parallelism. In contrast to JOMP, JaMP
[10] compiler benefits from translating rather than rewriting
the OpenMP directives, because the Jackal [11] compiler is
aware of the parallelization applied. This enables various
compiler optimizations, e.g., data race analysis, use of explicit
send/receive operations instead of the DSM protocol, and the
like.

There is little OpenMP-related work on clusters like JaMP.
Intel Cluster OMP [12] extends the OpenMP specification by
a special clause to share data between different cluster nodes.
It is based on an extended version of the TreadMarks DSM
[1]. Omni/SCASH [13] transparently executes OpenMP-
enriched programs in the SCASH-DSM [15].

III. AGENT BASED OPTIMIZATIONS

Some of optimizations previously used for SDSM are as
follows:
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A. Privatization optimization

In this kind of optimization, the focus is on read-only access
to data. The data that have read-only accesses is privatized. In
general, two kinds of shared data can be treated as private data
[5, 6]. The shared data with read-only accesses in certain
program sections can be made “private with copy-in” during
these sections. Similarly, the shared data that are exclusively
accessed by the same thread can be privatized during such a
program phase.

Our system provides this kind of optimization by using agents.
Firstly private data are agent’s variable which is private to that
agent. Secondly agents go toward data and locally access data
they need. So shared data is also accessed locally and do not
need any privatization.

B. Page Placement and data Distribution on the nodes

In this optimization all shared variables of a program are
allocated after all the threads are created and before all the
slaves are suspended for the first time.

The first step makes all the pages of an allocation unit
distribute across all the execution threads averagely because
the allocation is done at the beginning of the execution. Here
“threads” are used instead of “nodes”, which means if several
threads are running on one node, the pages associated with
these threads are all located in this node.

The second step is to implement the first-touch placement
based on home migration provided by JIAJIA [2]. If the page
never migrated is referenced only by one thread in a parallel
region, it will be migrated into the node on which the thread is
running.

We implemented autonomous agents that migrate toward data,
so we do not need to use this technique. By using agents
communication cost is almost reduced to migrating agents.

We also try to distribute computation at a coarse granularity
level and uniformly at the start of execution so that agents do
not need to migrate very soon. Fortunately, many algorithms
exhibit some degree of locality of access and are coarse
grained.

C. Overlapping data communication with computation

One of the other optimizations done in OpenMP is to overlap
communication and computation. This optimization is used to
reduce all spent time (communication time + computation
time) for that process.

For doing this, inspectors at compile time and runtime are
needed to do the work of restructuring code and reordering the
accesses to arrays. Then with respect to reordered access to
arrays, program accesses data. At runtime when an access
does not have its data available on the same node (locally), the
runtime optimizer tries to bring its data before finishing the
computation. Here computation and communication
overlapping is done.

Since in the agent based system, agents migrate toward data, it
is not possible to overlap communication with computation
unless we break the agent into two agents. Breaking the agent
into two agents should be done at the point of the agent where
it needs a data not available on the same node. But here we
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should consider other circumstances such as dependencies of
data.

As proposed in NavP agents can be a good alternative for
page faults and migrating data towards code. That is agents
(code) migrate to the nodes having data and locally execute
there.

NavP says that programmer should distribute data him/herself;
Then programmer with respect to the distribution of data write
a program. One thing that programmer uses is Hop statement
which is used by programmer to verify where the destination
of migration is and when should an agent migrate.

So the first disadvantage of their system is that programmer
should think exactly with respect to distribution of data.

The other and also important disadvantage is caused by this
kind of programming; the structure of the program should be
changed if the distribution of data is changed.

In this system no remote data accessing is allowed and all
accesses to data is done locally and so is synchronization.

IV. AN AGENT BASED OPENMP PROGRAMMING FOR GRID
COMPUTING

As we discussed in the previous session, agent has advantages
to reduce communication cost and result in good performance
and also has the affect of some optimizations. Here we show
how we use agents for our purpose.

A. Agents as the main concept

Scaling OpenMP from distributed machines to GRID is our
final goal. Some other models have developed so far, but their
performance is low in comparison with MPICH-G2 [19]
(which have the best performance until now). MPICH-G2 is
based on MPI and message passing. The biggest problem here
is the programming complexity especially on GRID.

To Scale OpenMP from distributed shared memory to GRID
computing environment we need some changes in recent
OpenMP. With respect to this, we decided to use agents to
increase performance and scalability.

One debate that remains is how to apply this to GRID. At first
we need a suitable distribution of data over clusters and then
migrating agents between nodes of clusters.

To achieve this purpose, we used the three-layered
architecture proposed in [21] which is shown in Fig.1.

In first layer (transmission layer) message transmission
(sending and receiving messages) between nodes in GRID has
been implemented.

Communication layer, propose methods that agents can
communicate with each other. The method we used in our system
is a hierarchical communication architecture shown in Fig.2.
Agent Directors (ADs) are the points of communication
between agents with each other and with Agent Directors.
Each cluster in GRID only has one AD that can communicate
with other ADs in other clusters. Agent Management System
(AMS), which has the responsibility of providing information
about where agents and other ADs exist, are associated with
ADs. Each AMS also registers all data location information in
a computation. This information is used by agents to access
the data they need. In a collection of clusters a Master AD
manages all ADs.
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When an agent wants to access a remote data (by migration) it
should have known the location of the data. So at first step
after creating agents, they ask AMS where the data they need
are placed. Here to reduce the number of communications,
each agent gets its required data placement information from
AMS only at the time it is created and carries that information
with itself everywhere it navigates. In this way, agents move
autonomously.

In this way shared data on all nodes are global for all agents
and they can locate data required. So DSM system is provided
here.

Top layer is the application layer and has the code that agents
want to execute. An OpenMP program creates agents and
gives each a block of code to execute.

| Application Layer |

:

| Communication layer

¢

| Transmission layer |

Fig.1 Three-layered architecture for agent communication

Fig.2 Communication between agents using hierarchical
communication architecture

B. Transparency of data access

We have provided transparency of data access as follows.
As we said in previous session each

Master AMS registers all data location information in a
computation. This information is used by agents to access the
data they need. As Fig.3 (a) depicts, at first program is divided
to some parallel agents. Then they ask AMS where the data
they need, are placed. This is done locally at the master node.
So information about data locations is also given to that agent
at the time of creating agents. Now if an agent wants to access
a data, it looks up data location in its local information and
with those information moves to where the data is placed.
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Migrated agents can be seen in Fig.3 (b).If data is located at
the node where agent is currently executing, no migration is
done.

Cluster]-—----—---- created agents—; r-Cluster2
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Fig.3 (a) Program is divided to some parallel agents
(b) Agents migrating to where data is placed, using local information

C. Cost of data-consistency maintenance

The communication costs incurred in maintaining data
consistency can significantly degrade the performance of
DSM programs. When the DSM programs are considered over
a wide area network, this is more serious since the cost of
propagating updates over such networks is greater than that
over a local network. Therefore, if the performance of the user
application is to be optimized, minimizing the number of
messages which must be transferred over the GRID network is
essential.

Traditional DSM systems generally adopt a flat or
hierarchical architecture to perform data consistency
maintenance. In these architectures, each processor propagates
its data updates to all other processors holding copies of the
same data. Therefore, many update messages must be
transferred over the network when these processors are
distributed across different network domains (like GRID
environment), and hence the application performance is
seriously degraded. To address this problem, we can say that
our system has eliminated this data-consistency cost and its
alternative cost is migrating agents. To degrade this cost as we
said previously, distribution of data and computation should
be done at a coarse granularity level and uniformly at the start
of execution so that agents do not need to migrate very soon.
Fortunately, many algorithms exhibit some degree of locality
of access and are coarse grained.

V. AOMPG DIRECTIVES

Since AOMPG directives follow the OpenMP standard, its
programming model is as expressive as the OpenMP
programming model. An OpenMP programmer can use
AOMPG without learning a new syntax for directives.
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Since they are missing in the Java specification, AOMPG
provides its own implementation of pragmas. Moreover, we
have provided a preprocessor to translate directives and add
agents.

The parallel directive marks a section of a program as
parallel. When an agent reaches a parallel region (we call this
agent, Master Agent), it conceptually creates a team of agents
that execute the region’s code in parallel. At the end of each
parallel region, there is an implicit barrier. Only when all
agents executing the region reach the barrier, the Master
Agent continues. We will describe implementation of barrier
later.

AOMPG supports data-access types defined by OpenMP.
For variables marked as shared, the same memory location in
the DSM is used by all agents that are put to work on the
parallel region. This means that if an agent wants to access a
shared variable, it should migrate to the node where data is
placed, so we do not have any false sharing and we are not
worry about inconsistency. As we said before agent migration
destination can be found by asking AMSs in each cluster.
Private variables are really agent’s variables which are local to
that agent and other agents can not access them.

The iteration space of a loop can be distributed among a set
of created agents by means of the Do directive. In a “for”
statement, init value is the initialization expression of the loop,
cond is a loop-invariant termination condition, and the
increment value specifies how to increment the loop variable
by some loop-invariant value. According to the OpenMP
standard, the loop variable is privatized to each agent:

Jor (<init >; <cond>; <increment>) {

// some code

}

AOMPG supports multiplication and summation types of
arithmetic reduction operations defined by the OpenMP
standard. This is done hierarchically by some communication
between agents in a cluster and the AD of that cluster and at
the end a communication between ADs can gather all the
reduction information. This means that firstly a reduction is
done in each cluster, and finally a reduction among cluster
ADs.

With the single directive it is also possible to have code that
is executed by only one agent. Single directive has also an
implicit barrier at the end of the construct. User-defined
barriers can be created by means of the barrier directive to
create program locations at which all agents wait for each
other. When an agent arrives at a barrier point, it will send a
barrier message to AMS of that cluster. AMS of each cluster
collects these messages and increases a counter by 1 for each
message. When all agents in a cluster arrive at the barrier
point, AMS will aware Master AMS which is the AMS
associated with Master AD, and when MAD found that all
agents has reached the barrier point, it will send a message to
AMSs in each cluster and then those AMSs will aware agents
to continue their computation. The critical directive can be
used to mark critical sections that may be executed by only
one agent at a time. To ensure the implementation of DSM as
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we said before, we were forced to implement this directive
such that if agents are to execute a critical section, all of them
should migrate to one node, the node which has the critical
data (data that agents want to access in critical section).
Critical directive has also an implicit barrier at the end of the
critical section.

VI. PERFORMANCE EVALUATION

To simulate our work we used gridsim [20] toolkit as [21]
has used and has been described in section IV.4. To evaluate
performance we used a two-cluster GRID which nodes are
distributed uniformly between them.

We have evaluated the AOMPG directives and simulated a
set of algorithms to show the performance. The simulation
results are depicted in section VI.B.

A. Gridsim toolkit

GRID introduces a number of resource management and
application scheduling challenges in the domain of security,
resource and policy heterogeneity, fault tolerance,
continuously changing resource conditions, and politics. The
resource management and scheduling systems for GRID
computing need to manage resources and application
execution depending on either resource consumers’ or
owners’ requirements, and continuously adapt to changes in
resource availability.

In a GRID environment, it is hard and even impossible to
perform a performance evaluation in a repeatable and
controllable manner as resources and users are distributed
across multiple organizations with their own policies. To
overcome these limitations, GridSim have been developed
which is a Java-based discrete-event GRID simulation toolkit
[20] and can be programmed to simulate a GRID system, thus
it offers support, in terms of classes, for simulating computing
elements, storage elements, Virtual Organizations, etc. The
toolkit supports modeling and simulation of heterogeneous
GRID resources (both time- and space-shared), users and
application models. In a GridSim GRID environment there
can be multiple users executing applications concurrently in
the simulated GRID so that contention for resources can be
modeled. The network speed between resources can be
specified so that transfer of data is realistic. Static and
Dynamic schedulers can be modeled and here is support for
statistical analysis of any operations performed in the system.
It can be used to simulate application schedulers for single or
multiple administrative domains distributed computing
systems such as clusters and GRIDs. It provides primitives for
creation of application tasks, mapping of tasks to resources,
and their management.

The GridSim toolkit provides a comprehensive facility for
simulation of different classes of heterogeneous resources,
users, applications, resource brokers, and schedulers. These
facilities of GridSim with our packages added to it, made it
suitable for our goal of using agents to simulate our SDSM
model in GRID simulation environment.

Building an ideal GRID-enabled software DSM system is
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hugely challenging since many problems must first be
overcome, including those of heterogeneity, dynamicity,
resource allocation and data-consistency costs, etc. Since the
problems of heterogeneity and dynamicity, this study focuses
specifically on the issue of communication costs incurred in
accessing data, without consistency problem over the network.

B. Simulation results

We have evaluated the performance of the AOMPG with a
set of benchmarks.

To determine the speed of the basic AOMPG operations,
we use the same set of microbenchmarks that has been used to
assess the JOMP implementation [17]. As suggested in [18],
the microbenchmarks compute the overhead of a particular
directive by measuring the runtime of the execution of an
empty loop and the runtime of the same loop with the
directive added. Fig.4 shows the execution times of the
individual AOMPG directives.

The overhead of the barrier statement (see Fig.4 (a)) is due
to barrier implementation, for which the Master AMS
maintains the barrier’s counter. Whenever an agent reaches
the barrier, it communicates with the cluster AMS and waits
until a reply is received. When all agents in a cluster arrive at
the barrier point the AMS of that cluster sends its counter to
Master AMS, and waits for reply. Master AMS reply
messages only after all agents of the team have reached the
barrier. Since this is a hierarchical communication model its
cost is decreased.

The time needed for a barrier consists of the time required
to send 2 communication messages per node in each cluster
and 2 communication messages per AMS between each AMS
and Master AMS intra cluster. Although in this hierarchical
system number of communications between each agent and
cluster AMS is high, but the expensive communications which
is intra cluster is low and it is cost effective.

The single directive takes roughly the same time, as it is
currently implemented as a check of the thread ID plus a
barrier at the end of the construct (which is required by the
OpenMP specification).

Critical directive has a high overhead, and this is because
all agents migrate to where the critical data exists. So we have
a high overhead in executing a critical section. Whenever a
agent encounters a critical region, first it migrates, and after
arriving it sends a request to the AMS. If the region is
currently not owned by any agent, the AMS immediately
replies. Otherwise, the grant message is deferred until the
current owner leaves the critical region.

The overhead caused by a parallel region is as shown in
Fig4 (b). The overhead consists of (1) creation and
initialization of the shared and private objects and also the
agents, (2) a sequence of communications between each agent
and AMS to get location addresses of the data they require, (3)
migrating agents toward data, and (4) the final barrier.

The overhead of a Do(for) directive, mainly consists of a
barrier at the start of for loop to wait for the initialization of
the chunks. The second barrier at the end of the for region
which is required to synchronize agents.
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Mutual Exclusion Overhead in grid
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Fig .4 Overhead of (A)OMPG directives
(a) Mutual exclusion overheads
(b) Synchronization overheads

The overhead of a parallel (Do) for region approximately
consist of the overhead needed to execute both parallel and
for region.

For the parallel reduction, the overhead consists of the time
needed for the parallel region and the time needed to combine
the partial results of the worker agents. In Fig.4 (b) reduction
overhead is + reduction for a variable of type long.

One of the most important overhead-reduction that we gain
in this system is the overhead caused by consistency model
that we have omitted it with our DSM model.

We also used the parallel Java Grande Forum (JGF)
benchmarks [22] section 2 to show speed-up gained.

Sparse Matrix Multiply computes (200 times) the product
of two sparse N x N matrixes in compressed-row format. The
main loop is simply divided between agents. The speed-up in
Fig.5 (a) is the result. As the number of nodes increases, the
relative data size per node decreases and so does the speed-up.

Series computes the first Fourier coefficients of the
function f(x) = (x+1) *. The most important component of the
program is the loop over the Fourier coefficients. Each
iteration of the loop is independent of other loops and the
work can be distributed simply between processors. It mainly
uses transcendental and trigonometric functions to compute
the coefficients. The main loop is divided between agents by
means of the parallel for directive. The computation of Series
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is inherently parallel. After the chunks of computations have
been divided between agents, only a migration would happen
and no remote memory accesses are necessary. Approximately
half of agents need to migrate between two clusters. Fig.5 (b)
shows the Series benchmark speed-up on the nodes.

Crypt performs IDEA (International Data Encryption
Algorithm) encryption and decryption an array with the length
of N bytes. Crypt strongly depends on bit and byte operations.
The main loop is divided among agents simply, because
iterations are independent of each other and each agent
receives only parts of the array which is independent of the
others. The result has shown in Fig.5 (c).

SOR is a simple over-relaxation with 100 iterations on an
NxN grid. As Fig.5 (d) shows, SOR has a reasonable
performance, because the amount of shared data is rather
small compared to the amount of computations. Since only
two rows of the matrix are shared between neighboring
agents, the overhead of migration to access remote data is not
small compared to the other algorithms. But this is caused
without the consistency maintenance cost.

Take this note into consideration: when agents located on
different nodes want to access the same data variables, data
consistency is maintained automatically by migrating code
toward data using agents. Also, in this way consistency is
preserved automatically.

VIL

In this paper we introduce a new environment for
programming in GRID. We have used OpenMP directives in
Java and added agent capabilities to it. In this way we
integrates DSM simulated with agents to provide a personal
shared memory multiprocessor on computational GRIDs and
migrating computations toward data. In this system,
programmers use the concept of shared memory rather than
message passing or even function calls to develop parallel
applications on a computational GRID. This allows all
OpenMP programs to be applied in a GRID environment.

A programmer can write a sequential Java program and
enrich it with parallelization directives to make it a parallel
AOMPG program. The directives are expressed as OpenMP
standard. We have also omitted consistency overheads exist in
previous DSM models. We also show the overheads of the
individual AOMPG directives and the speedup of some JGF
benchmark algorithms.

The simulations have shown that the proposed consistency
maintenance method is effective in minimizing the number of
data movement over the network. However, there are many
other problems must also be considered, including data
distribution, load balancing, and so on.

CONCLUSIONS
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Abstract—Fleet monitoring of commercial vehicles has
received a major attention in the last period. A good monitoring
solution increases the fleet efficiency by reducing the
transportation durations, by optimizing the planned routes and
by providing determinism at the intermediate and final
destinations. This paper presents a fleet monitoring system for
commercial vehicles using the Internet as data infrastructure.
The mashup concept was implemented for creating a user
interface.

I. INTRODUCTION

Fleet monitoring of commercial vehicles has received a
major attention in the last period. It significantly influences
correlated fields, such as information exchange between
dispatchers and drivers, tracing and tracking, fleet
management and planning of handling activities. A good
monitoring solution increases the fleet efficiency by reducing
the transportation durations, by optimizing the planned routes
and by providing determinism at the intermediate and final
destinations.

Classical solutions use specific data infrastructures, leading
to high installation and maintenance costs. A modern
approach tends to use existing data infrastructures, e.g. the
Internet.

This paper presents a fleet monitoring system for
commercial vehicles using the Internet as data infrastructure.
The mashup concept was implemented for creating a user
interface. The rest of the paper consists of: the second section
presents related work, the third section presents the mashup
module, the fourth section describes the proposed solution, the
fifth section outlines the conclusions and the last section
presents the references.

II. RELATED WORK

The fleet monitoring problem and the mashup concept are
consistently discussed in the specific literature.

In reference [1], the authors describe a multiple vehicles
tracking system using GSM network and satellite
communication. The tracking system is based on the
synchronization between the vehicle client unit and the base
station. Reference [2] presents an abstract multiagent
architecture useful for Decision Support Systems and
implements it on the Bus Fleet Management domain.
Reference [3] describes a fleet monitoring system for advanced
tracking of commercial vehicles. It can identify discrepancies
between actual and planned data and automatically updates
this database of the logistics system.

In reference [4], a review of six mashup makers from an end
user development perspective is presented. Their features are
summarized and compared across six different themes.
Reference [5] describes fleet management application based on
new type of information utilities called mobile location —
based services. These services are obtained by converging
multiple technologies, including the Internet, wireless
communications, geographic information system, location
technologies and mobile devices. Reference [6] explores how
to realize operational carrier — class mobile mashup services.

III. GENERAL PRESENTATION OF THE MASHUP MODULE

Mashup is an Internet technology that combines data and
services from more than one source into a single web
application. The information used in such systems is assumed
from other sources through a public interface (API).

A mashup application is composed from three parts:

- The content provider: represents the information source;
the information is available either through an API or different
web protocols, such as RSS or web services;

- The mashup site: it is a web application which provides a
new service using different data sources;

- The client browser: it is the interface of the final use of the
mashup; in such an application, the information can be
aggregated by the client browser using a scripting language,
e.g. JavaScript.

The mashup module was used in an application for fleet
monitoring of commercial vehicles. According to the
specifications, the mashup component takes over information
about the fleets of commercial vehicles belonging to different
clients form the company data base and together with the
system of maps Google Maps offers a visual representation of
the information. Other services (e.g. meteorological
information from weather.com) can also be offered.

The mechanism for storing the vehicles’ localization
information is transparent for this application, all the
information being in a company data base. Each client can
visualize the travels achieved by the own vehicles according to
rules established in the specifications document.

The mashup module has the following components:

- XHTML documents, JavaScript scripts and CSS
formatting files; these are used by the client’s browser;

- Java Servlets running in order to provide information to
the client and

- Other public web services.

In order to achieve the mashup, the Google Web Toolkit
was used. It is a tool allowing writing code in Java language
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and the compiler transforms the Java code in JavaScript and
HTML documents. GWT allows using Java at the client side,
instead of JavaScript. This offers the possibility to use the high
number of Java development tools. Another advantage comes
from the fact that the Internet applications are more and more
complex and with continuously increasing dimensions and
Java is more appropriate than JavaScript for this type of
applications. More than that, JavaScript is not standardized for
all the browsers and using GWT all the differences due to the
lack of standardization are masked. Although GWT brings
towards Internet all the benefits of Java, it also allows
interacting with the existing JavaScript code.

The GWT core contains a Java to JavaScript compiler
which produces code able to run in different browsers, such as
Internet Explorer, Firefox, Mozilla, Safari and Opera. There
are certain library limits.

GWT offers support for Java Servlets from the server. The
Servlets can be achieved using extensions of the HttpServlet
class which offers facilities for serializing and deserializing the
transmitted objects. Objects can be transmitted between the
client part of the GWT application and the server part and
whole the serializing and deserializing mechanism is
transparent for the user. This mechanism is called GWT — RPC
(Remote Procedure Call).

The remote call implemented in GWT is asynchronous,
meaning that after a remote call for a method, the application
on the client side does not stop. This is an advantage over the
synchronous solution in which a remote call would produce a
blocking of the application until the whole result from the
server would become available.

The limits of the libraries imposed by GWT are not found
on the server part too. These libraries are specific for
compiling the Java code in JavaScript which is necessary only
in the client part of the application. On the server part, any
Java libraries can be used.

The technologies used for achieving the mashup are:

- on the client side: XHTML, JavaScript, CSS2, AJAX and
GWT,;

- on the server side: JavaServlets and SQL.

IV. THE PROPOSED SOLUTION

The proposed system monitors fleets of commercial
vehicles. The mashup concept was used for creating an end
user interface. The application provides good response times
for the users, due to the fact that much processing is done at
the client level and the requests which cannot be fulfilled only
at the client level can be obtained from the server without the
need of reloading the web page. The application runs in a
browser.

The system is made of the following parts:

- Terminals with GPS receivers,

- The database for localizing information,

- Server for web services and

- The client’s browser.

Fig. 1. presents the general diagram of the system. The
terminals with GPS receivers are devices installed in each
vehicle to be monitored. During the use of the vehicle, these
devices receive localizing information from the GPS satellites.
The devices store this information and, at certain moments,

send them to a server through the GSM network using the
GPRS protocol. At the server, this information is processed
and stored in databases. Further, the information is available to
a client which wants to know the positions of different
vehicles. If needed, reports about the vehicles’ activity can be
obtained. The position of the vehicle can be visualized using
the system of maps Google Maps. Together with the Google
Maps APIL, other services can be used also, such as
meteorological information (weather.com).

In order to provide the localizing information to the clients,
a web server must exist. Through this server, the clients can
access the data in different formats. The browsers can receive
information as HTML pages, hand — held devices can receive
it as XML files and specific applications can obtain other
formats.

The Mashup application consists of the following modules:

- QuickSearch: it is the “home” module; when the end user
accesses the application he will enter this module; the end user
will receive localizing information concerning a vehicle;
localizing information mean current position, speed,
orientation etc.

- Journeys: is a module through which the user can visualize
the list of the rides each vehicle has accomplished;

- Statistics: represents the module for creating reports; the
statistics will be created at the server level and will be sent to
the client when this one will request such a report;

- Vehicles: contains information about vehicles.

Fig. 2. presents the UML Class Diagram of the QuickSearch
module. QuickSearch is a container type class. It implements
the EntryPoint interface. The container will aggregate the
GMap?2 class which represents a Google Maps widget derived
from an external library specially created for managing the
Google Maps maps. Other objects will be aggregated in the
object QuickSearch. These Label type objects will work as text
containers regarding localizing information (speed, azimuth
etc.) and statically information about the vehicle (model,
matriculation number etc.).

An important module is SuggestBox. SuggestBox is a class
which will be used for creating the instance of an object will
display a special input field for the user. The major difference
from a classical input field is the suggestion this one will try to
do when the user types a character.

The Callback class defines a type used like an inverse call
after running certain routines. A Callback type object will
generate the SuggestBox and Label type objects.

InformationSevice is an interface of the services offered by
the server. The QuickSearch class depends on this interface
because it will call remotely a method which is declared
through this interface.

Journeys displays the route diagrams of each vehicle from
the fleet. This supposes the use of methods for selecting a time
intervals, a vehicle and the display of the rides as tables.

Fig. 3. presents the class diagram of this module. It is used
as an EntryPoint class. It will be instantiated and run when its
use is required. Several types of classes, belonging especially
to the graphical user interface, will be aggregated inside the
Journey class.

The ListBox class is the pattern for creating a list with
multiple options. These options will be the vehicles from the
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client’s own fleet and the user will be able to select the desired
vehicle. The GMap2 class was aggregated in the Journeys
module for handling a Google maps map.

The GWTClntervalSelector class derives from an external
library (GWTChismes) and represents an interval selector. In
order to select the borders of the interval, two calendars will be
displayed in the popup model.

Callback is a class dependent by Grid and GMap2. This fact
means that objects Grid and GMap2 are instantiated when the
service information becomes available.

Statistics is an EntryPoint type class. As in the precedent
cases, all the text containers were modelated as series of Label
type aggregated classes.

Fig. 4. presents the class diagram of this module. Collection
is a container class for several same type objects. In case of
this application it is referred to the Statistic interface. This
interface is implemented by several classes which define
specific types of reports, such as GeneralReport, SpeedReport
etc. The responsibility of instantiating the Statistic type objects
was delegated to a class StatisticBuilder. This is a Factory
class, having only the role of instantiating a class and returning
the Statistic type object.

Each class which implements the Statistic interface must
implement several methods, through which also
GenerateReport(). GeneralReport will use a StatisticService
interface which represents is an abstract remote call. When the
remote routine finishes the Callback object will be
automatically called for achieving routines for finishing the
transaction.

The main tool for developing the mashup application was
the Google Web Toolkit (GWT). The four modules of the
Mashup application are GWT modules. Each of them contains
an interface for obtaining, if necessary, information for a
remote service.

The QuickSearch module calls the
LocalisationServive.getVehicles remote service. This remote
call specifies as parameters the ID of a client and an
AsyncCallback type object. This object is wused for
asynchronous remote calls. Synchronous remote calls could
also be used but this functionality is undesirable because the
application must not “freeze” when the user achieves a remote
call until the information is obtained from the server. The
AsyncCallback interface requires that the class which will
implement it must also implement two methods:

- public void onSucces (Object result);
- public void onFailure (Throwable caught).

OnFailure() is a method implicitly called when the remote
service generates a not treated serial type exception. This
occurs when the remote service cannot be called. OnSucces()
is a method implicitly called when the remote service returns
some results to the caller. The remote call was successfully
achieved and the information is available only after the call to
the OnSucces() method.

The first widget which is instantiated is the Google Maps
map. Several controls are attached to it and the implicit type of
map is set, using an API from GWT from a special library for
Google Maps. The next widget is a SuggestBox. It is a field in
which the user can introduce a text and the field will try to
suggest to the user the complete text. In this step, a list of
points with the current coordinates of each vehicle is

generated. When a user searches a vehicle, it will select one of
the suggestions offered by SuggestBox and for that, a method
will be called.

Each vehicle is memorized in a GLatLng type list of objects
with its current position. This type of object was defined in the
special library for handling Google Maps and represents a
point on the map, defined by its latitude and longitude. In this
way the current position of all the vehicles from the fleet can
be displayed on the same image. The GBounds type was
designed for taking over a list of objects GLatLng and
calculating a virtual border on the map containing all the
vehicles. In order to handle the Google map so that the map
included in that virtual border can be displayed, a
GLatLngBounds type object must be instantiated. It represents
a virtual border, centred in a point with certain coordinates. It
will receive an object GBounds. The Zoom level of the map is
also calculated with the help of the GLatLngBounds object.

The interface  LocalisationService  extends  the
RemoteService interface. This extension is necessary in
order to specify to the compiler that it has to deal with a
remote interface. The service offered by the new interface is
called getVehicles(clientld) and returns a list of the client’s
vehicles to the caller. The interface defines also a static and
public attribute representing the name of the remote service
and a method getlnstance() which returns a
LocalisationServiceAsync type object used by the client for
calling remotely the service. The name of the remote service
will be used for configuring the application and will represent
the name used for implementing the interface. The object
LocalisationServiceAsync is the one which will be used for
calling the remote service.

On the server side, a Servlet must run to implement the
LocationSevice interface. The class must also extend the
RemoteServiceServlet class. The RemoteServiceServlet class
has HttpServlet as a super class.

The way to remotely transmit the objects, through the
GWT-RPC service, is transparent for the user. The serializing
and services for the objects to be transmitted and deserializing
services are under the responsibility of JavaScript, through the
interface RemoteService, on the client side, and through the
super class RemoteServiceServlet, on the server side.

V. CONCLUSIONS

Compared to other similar solutions, the described
application has the advantage of severely reducing the traffic
at the server level. Most of the processing is done at the client
level. If necessary, only specific data are transferred from the
server at the client without reloading the whole web page, thus
the user waiting times are minimized.

Future development directions can be:

- At the server level: inclusion of more information, such as
statistics referring the pollution, frequently used routes etc.

- At the client level: the use of markup languages for hand —
held devices, the increase of the number of the services for the
mashup operation.
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Abstract—An implementation and performance analysis of
heat transfer modeling using most popular component
environments is a scope of this article. The computational
problem is described, and the proposed solution of decomposition
for parallelization is shown. The implementation is prepared for
MS .NET, Sun Java and Mono. Tests are done for various
operating systems and hardware platform combinations. The
performance of calculations is experimentally indicated and
analyzed. The most interesting issue is the communication tuning
in distributed component software — proposed method can speed
up computational time, but the final time depends also on the
network connections performance in component environments.
These results are presented and discussed.

Index Terms—heat transfer modeling, component platforms

1. INTRODUCTION

Heat transfer phenomenon plays an important role in such
physical problems in Earth science as volcanoes,
intrusions, earthquakes, mountain building or metamorphism.
Analytically exact solution of heat transfer equation exists
only for geological models with simple geometry. In many
geologically realistic situations it is necessary to use numerical
approaches to obtain valid models of these important
processes. Heat-conduction equation and its finite difference
solution is a problem which is easy to parallelize. This fact is a
great advantage because modeling in huge complex media
carry on for a long period of time and in presence of thermal
anisotropy can be a very time consuming process [1], [2].

The main disadvantages of created program codes is
introduction of newer and newer software and hardware
solutions that caused in very short life cycle of created codes.
One of the methods used to overcome the problem of short
life cycle is use of the component technologies.

II. COMPONENT TECHNOLOGIES

Portability, security and independence of hardware are the
main advantages of component-based software. A
possibility of component code reuse enables coders
cooperation. The most popular component platforms are Sun

Java [3] and MS .NET [4]. These platforms are developed by
commercial providers. There is a free and open alternative for
one of them (MS .NET) — a platform Mono [5]. The .NET
applications can be run under control of Mono.

The component platforms use a managed code technique to
enable hardware independency and portability. This technique
is a bytecode in Sun Java and CLI in MS .NET. The
translation to native code by Just-In-Time method is a bottle-
neck in terms of performance. There are numerous algorithms
for optimization to speed up calculations.

The subsystem of communication is one of the most
important parts of component environment in terms of
performance in case of parallelization. Sun Java offers a RMI
mechanism [6] that enables remote procedure calling, the
same function is domain of .NET Remoting for MS .NET and
Mono.

III. TEST ENVIRONMENT AND APPLICATIONS

A. Hardware specification

The experimental tests of heat transfer modeling
computations were performed in two different environments.

The first environment was a notebook:

- 1 processor (Intel Pentium M 1,86 GHz),

- 1GBRAM.

The second environment was a cluster of 30 PC computers:

- 1 processor with 2 cores (Hyper-Threading Technology

Intel Pentium 4 2,8 GHz),

- 1GBRAM,

- Gigabit Ethernet network adapter.

All nodes of cluster were joined by Gigabit Ethernet switch.

B. Used Operating Systems and Component Environments

The performance of component seismic computing was
measured in following operating systems: Linux (Fedora Core
3, kernel: 2.6.12-1.1381 [smp]), MS Windows 2000 (SP4),
MS Windows XP (SP2) and MS Windows Vista.

There are two applications for heat transfer modeling
written in Java and C# language. To run Java code we use Sun
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Java SE virtual machine, version 1.6.0. The C# code was
tested under control of MS .NET Framework 2.0 and Mono
1.2.6.

IV. HEAT TRANSFER MODELING

A. Basics of heat transfer modeling

Component solutions were tested using heat-conductive
equation. In two-dimensional isotropic medium this equation
can be written as:

al:i 827T+827T + Qw (1)
ot p-clox® 927 ) pc

where T(x, z) is temperature, A(x, z) is thermal conductivity,
c(x,z) is specific heat capacity, p(x, z) is density, 7 is time and
Q,, denotes the heat generated in the volume element of the
medium during unit time (heat production rate).

Adopting the finite difference to approximate the above
equation and using the Simple Explicit Method [7] one can
obtain:
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where ¢ is thermal diffusivity, A¢ is the time sampling
interval, Ax and Ay are distances between grid points in the x
and z directions respectively, n, and ny are grid points amount
in the x and z directions respectively.

To achieve numerical stability the following relationship
must be fulfilled [7].

reatree .
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We used two types of boundary conditions: convective
boundary conditions (4) at the top and bottom of the model
and Neumann boundary conditions (5) elsewhere.
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where:

1; - coordinate at the boundary, 7 - one of the boundaries,
n; - the outward-facing normal vector on the body surface,
h; - the heat transfer coefficient,

fi - the specified function,

A - thermal conductivity.

PIORKOWSKI ET AL.

B.  An experimental model

There is a simple model prepared for simulation. The
parameters of this model are presented in Table I and this
model is presented on fig. 1. The model contains of a part of
rock at the left and water at the right. The solutions of heat
transfer simulation for 10 and 100 years are presented in the

fig. 2 and fig. 3.
TABLE L.
PARAMETERS OF SIMPLE MODEL

Parameters of the experimental model
model dimensions [m x m] 250 x 250
spatial grid steps [m] 1
depth to heat layer [m] 250
temperature of heat layer [°C] 100
thermal conductivity of land [W/m*K] 0,000001201
thermal conductivity of water [W/m*K] 0,000000128
end time [years] 100
time step [days] 1
initial temp. of land (250m